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Abstract: Viruses have evolved to efficiently direct the
resources of their hosts toward their own reproduction.
A quantitative understanding of viral growth will help
researchers develop antiviral strategies, design meta-
bolic pathways, construct vectors for gene therapy, and
engineer molecular systems that self-assemble. As a
model system we examine here the growth of bacterio-
phage T7 in Escherichia coli using a chemical-kinetic
framework. Data published over the last three decades
on the genetics, physiology, and biophysics of phage T7
are incorporated into a genetically structured simulation
that accounts for entry of the T7 genome into its host,
expression of T7 genes, replication of T7 DNA, assembly
of T7 procapsids, and packaging of T7 DNA to finally
produce intact T7 progeny. Good agreement is found be-
tween the simulated behavior and experimental obser-
vations for the shift in transcription capacity from the
host to the phage, the initiation times of phage protein
synthesis, and the intracellular assembly of both wild-
type phage and a fast-growing deletion mutant. The
simulation is utilized to predict the effect of antisense
molecules targeted to different T7 mRNA. Further, a pos-
tulated mechanism for the down regulation of T7 tran-
scription in vivo is quantitatively examined and shown to
agree with available data. The simulation is found to be
a useful tool for exploring and understanding the dynam-
ics of virus growth at the molecular level. © 1997 John
Wiley & Sons, Inc. Biotechnol Bioeng 55: 375–389, 1997.
Keywords: bacteriophage T7; kinetic simulation; intracel-
lular growth; gene expression; antiviral strategies

INTRODUCTION

The growth of a virus in its host cell is a complex and highly
orchestrated multimolecular process. In seeking to under-
stand this process, the disciplines of biochemistry, molecu-
lar biology, and biophysics have illuminated structures and
functions for the essential genetic and protein components
of numerous viruses. Yet, it remains a challenge to quantify
how these components influence the overall dynamics of
viral growth. For example, if a virus is modified to express
an RNA polymerase that transcribes half as fast as the wild-
type enzyme, how much slower will it grow? How would

this change affect the expression of a recombinant gene
carried by the virus? From a biomedical perspective, which
will more effectively inhibit a retrovirus, a ribozyme that
targets the mRNA of the viral reverse transcriptase or one
that targets the integrase mRNA? These are difficult ques-
tions to address because they attempt to intuit how a change
in any component of a complex system would influence the
overall system behavior.

A kinetic simulation can provide a starting point toward
understanding the system dynamics of viral growth. By con-
solidating and organizing the available information for the
synthesis and assembly of a virus in a kinetic framework, at
least three benefits should emerge. First, if a simulation is
based on published mechanisms and data, it can examine the
consistency of these data and reveal when new findings
challenge the existing literature. Mismatches between ex-
perimentally measured and simulated results then provide
the investigator with an opportunity to revise his or her
understanding of the process. Second, the simulation can
predict the in vivo effects of selected antiviral strategies on
overall growth dynamics. Since a simulation is readily
modified, many potential strategies can be explored before
one sets foot in the laboratory or clinic. Finally, a kinetic
simulation of viral growth may benefit engineers who seek
to gain insights from nature for the design of nanoscale
processes capable of molecular recognition, catalysis, and
self-assembly.

Previous simulations have examined aspects of viral
growth from a variety of perspectives. These include the
effect of receptor blocking and binding site inactivation on
human rhinovirus (HRV) and human immunodeficiency vi-
rus (HIV-1) binding to cell surfaces (Wickham et al., 1995);
the binding, entry, uncoating, and total RNA synthesis for a
Semliki Forest virus infection (Dee et al., 1995); the dy-
namic feedback mechanisms and the virus–cell interaction
of HIV-1 (Hammond, 1993; Palsson et al., 1990; Ruggiero
et al., 1994); the phases of phage Qb replication (Eigen et
al., 1991); the system connectivity and feedback control in
phage lambda (McAdams and Shapiro, 1995); the assembly
of icosahedral virus capsids (Zlotnick, 1994); and the lag
time effect of DNA insertion in phage T3 and T7 (Buch-
holtz and Schneider, 1987). The T3/T7 model of Buchholtz
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and Schneider utilized a minimal transcription and transla-
tion system to examine the effect of DNA entry rate on
phage gene expression, while adjusting parameters to fit the
observed expression of three T7 proteins and DNA replica-
tion.

Here, we have assembled and incorporated mechanistic
and kinetic data from the literature to simulate the T7 in-
fection cycle, from T7 DNA insertion to progeny formation.
By employing experimentally determined, rather than fitted,
parameters wherever possible, the simulation will provide a
stronger foundation for exploring T7 growth. As shown in
Figure 1, our simulation takes as input the mechanisms and
rates for DNA entry, mRNA synthesis, protein (gene prod-
uct, gp) synthesis, DNA replication, and phage assembly.
As output the simulation predicts in vivo concentrations for
each component of the phage during its growth cycle, in-
cluding the formation of phage progeny. The approach may
be extended to explore potential antiviral strategies by de-
fining additional reactions representing specific antiviral
agents.

We focus on bacteriophage T7 as our model system be-
cause its study over the last half century (Demerec and
Fano, 1944) provides an extensive data base from which to
develop the simulation. In addition, phage T7 has served in

recent years as a model system for viral evolution (Hillis et
al. 1992; Lee & Yin, 1996; Yin, 1993). T7 is a lytic phage
that infectsEscherichia coli,producing approximately 100
progeny per infected cell within 40 min at 30°C. Detailed
descriptions of the T7 genome and growth cycle (Dunn and
Studier, 1983; Studier and Dunn, 1983) provide the biologi-
cal foundation for our simulation. The sequenced T7 ge-
nome of 39,937 bp codes for 56 genes which produce 52
known proteins. The genes are grouped into three classes
based on function and position. The class I genes moderate
the transition in metabolism from host to phage. Class II
genes are responsible for T7 DNA replication, and class III
genes code for particle, maturation, and packaging proteins.
The growth cycle is initiated when the phage binds to the
host, which is followed by translocation of the linear
double-stranded T7 DNA molecule into the cell. Although
other phages such as lambda inject their DNA within 1 min,
the entry of T7 DNA takes about 10 min (Garcia and Mo-
lineux, 1995; Zavriev and Shemyakin, 1982) and thereby
influences the sequential expression of T7 genes. Transcrip-
tion of class I genes (Fig. 2A) is catalyzed byE. coli RNA
polymerase (EcRNAP), which recognizes three promoters
positioned near the entering end of the T7 DNA. Once the
T7-specific RNA polymerase (gp1) is expressed, it tran-
scribes the class II (Fig. 2B) and class III (Fig. 2C) genes.
In vitro data suggest transcription of later genes is influ-
enced by an increase in gp1 promoter strengths from the
class II to class III DNA (Ikeda, 1992). Further, the T7
lysozyme (gp3.5) binds gp1, causing a reduction in tran-
scription at about the time T7 DNA replication begins
(Zhang and Studier, 1995). Replicated DNA is packaged
into procapsids and supplemented with several other phage
particle proteins to form progeny, which are then released
into the environment by abrupt lysis of the host (Hausmann,
1988; Young, 1992).

MATERIALS AND METHODS

Phage and Bacteria Cultures

Escherichia coliBL21 and BL21(DE2) (described in Studi-
er and Moffatt, 1986) as well as wild-type bacteriophage T7
(T7-WT) were generously provided by F. W. Studier
(Brookhaven National Laboratory, NY). BL21(DE2) con-
stituitively expresses T7 gene1. Bacteriophage T7D0.7-1
(T7-26) was obtained from earlier work (Kong and Yin,
1995). Established methods were used in the preparation,
preservation, and assay of the phage and bacteria (Adams,
1959; Miller, 1972; Studier, 1969). All growth media, buff-
ers and agars were prepared using distilled water. T-broth
containing 10 g/L Bacto-tryptone (Difco, Detroit, MI) and 5
g/L NaCl was used as growth medium for overnight and
shaker cultures. Bottom agar for plates and soft agar for
overlayers were T-broth containing 1.0% and 0.7% Bacto-
agar (Difco), respectively. Phage dilutions were performed
in buffer containing 10 mM Tris–HCl (pH 7.5), 1 mM
MgCl2, 0.1 M NaCl, 10 mg/L gelatin, and 10 mM CaCl2.

Figure 1. Kinetic simulation utilizes mechanisms and rate data from
single reactions to create a coupled system of equations capable of pre-
dicting the overall intracellular dynamics of the phage infection.
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Wild-type bacteriophage stock was prepared as follows: 200
mL of an BL21 overnight culture grown in T-broth was
added to 25 mL of fresh T-broth and incubated at 37°C on
a shaker table at 150 rpm. After 6 h, phage were added at a
multiplicity of infection of 10−3. Upon lysis, the solution
was brought up to 1M NaCl and allowed to remain at room
temperature for 1 h. The culture was filtered with sterile
0.2-mm UNIFLOt filters (Schleicher & Schuell, Keene,
NH) to remove cell debris and stored at 4°C until use.

One-Step Growth

Two hundred microliters of an BL21 overnight culture
grown in T-broth was added to 25 mL of fresh T-broth and

incubated at 30°C on a shaker table at 150 rpm. After 6 h (E.
coli growth rate of approximately 1 doubling per hour, data
not shown) phage were added at a multiplicity of infection
of 10−2. Five minutes after inoculation with phage, 200mL
of the shaker culture was transferred into 20 mL of fresh
T-broth to minimize further binding of phage to bacteria.
Subsequent samples taken during the growth cycle were
diluted (10–20-fold) into phage buffer saturated with chlo-
roform (International Biotechnologies, New Haven, CT) to
liberate intracellular phage. After 30 s samples were further
diluted (10–20-fold) and stored in phage buffer at 1°C. At
the end of the growth cycle, samples were diluted as re-
quired and plated out on BL21. Plaque titers were deter-
mined by counting after 4–6 h of incubation at 37°C.

Numerical Simulation

The system of ordinary differential equations was solved
using a fourth-order Runge–Kutta algorithm (Burden and
Faires, 1993). Computation time for the T7-WT growth
cycle (0.1-s time-step) was approximately 20 s using a 180-
MHz SGI R5000 with a floating-point coprocessor. The
simulation was coded in FORTRAN.

SIMULATION

The intracellular T7 growth cycle is simulated with a system
of coupled ordinary differential equations that is solved nu-
merically. The kinetic rates and binding constants used in
the simulation are summarized in Table I. The rates for
amino acid chain elongation and procapsid assembly have
been converted to 30°C assuming a rate doubling for a 10°C
increase. The simulation begins with entry of the infecting
T7 DNA into the host and continues through phage particle
assembly. Lysis of the host cell is not included in the simu-
lation.

Translocation of T7 DNA from Infecting Particle
to Host

Entry of T7 DNA into the host cell occurs in several distinct
stages (Garcia and Molineux, 1995; Moffatt and Studier,
1988; Zavriev and Shemyakin, 1982). The first stage in-
volves the ejection of approximately 1000 bp from the in-
fecting particle. This section of T7 DNA contains three
EcRNAP promoters: A1, A2, and A3. As these promoters
are recognized by EcRNAP, transcription of the class I
genes begins and the T7 DNA is pulled into the cell by the
elongating EcRNAP. Once gene1 is expressed and the re-
sulting gp1 recognizes the first class II gp1 promoter, ø1.1A,
translocation occurs at the faster gp1 elongation rate until
the entire T7 genome enters the host. Translocation is simu-
lated by starting with an ejection rate of 5 bps (base pairs
per second) until A1 enters the host. Then, EcRNAP-
mediated translocation occurs at 40 bps until ø1.1A enters

Figure 2. Growth cycle of phage T7. The solid lines with half arrows
indicate transcription and translation, the dashed lines denote reaction, and
the solid lines with full arrows mark the three classes of T7 DNA. (A) Class
I DNA expression, infection initiation. (B) Class II DNA expression, phage
DNA replication machinery. (C) Class III DNA expression, phage particle
and packaging proteins.
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and the translocation rate increases to 200 bps. We assume
that both EcRNAP and gp1 are able to immediately recog-
nize their respective promoters and effect translocation. Us-
ing these mechanisms, the length of inserted T7 DNA is
calculated at each point in time until the entire genome
enters the cell.

Transcription of T7 DNA

The simulation accounts for the synthesis of complete tran-
scripts from genei once the entire coding region for genei
has entered the host. The values ofi, which are not neces-
sarily integer, range from 0.3 to 19.5 as previously defined
(Studier and Dunn, 1983). Although T7 transcripts are poly-
cistronic, the simulation accounts for each gene’s mRNA
concentration individually because we assume the synthesis
rate for each protein has a first-order dependence on its total
mRNA concentration. The basic form of the rate equation
follows those developed previously for gene expression in
E. coli (Lee and Bailey, 1984; Shuler et al., 1979). Because
of the fast rate for polymerase binding and initiation
(Maslak et al., 1993) relative to transit time on the DNA, T7
transcription is simulated by assuming mRNA elongation is
the rate-limiting step.

Transcription of the class I genes initiates from the three
EcRNAP promoters A1, A2, and A3. Since these promoters

are upstream of the first T7 gene, which codes for an anti-
restriction protein (gp0.3), we assume variations in the
strengths of these promoters do not lead to variations in the
transcription rates among the class I genes. In addition,
transcript initiation from the weaker EcRNAP promoters, B
and C, is assumed to be insignificant during the T7-WT
infection (Dunn and Studier, 1975) and is not included in
the simulation. With these assumptions, the rate equation
for each class I mRNA depends on its rate of synthesis and
decay as follows:

d~mRNAi!

dt
= F~kPh!~Ph!

LH~t! G
− ~kdm!~mRNAi! for i = 0.3, . . . , 1.3 (1)

where mRNAi is the concentration of genei mRNA, kPhand
Ph are the transcription rate and concentration of EcRNAP,
respectively,LH(t) is the average transcript length produced
by EcRNAP, andkdm is the T7 mRNA decay rate. Since the
T7 mRNA is stable over the course of the growth cycle
(Summers, 1970),kdm is set at zero. The EcRNAP elonga-
tion rate is assumed to be constant over the entire length of
class I DNA. Here,Ph is calculated by dividing the length of
inserted class I DNA by the intermolecular spacing require-
ment for the polymerase,Sp, and multiplying by the percent
fraction of active EcRNAP. The termSp depends on theE.
coli growth rate and represents the minimum distance be-

Table I. Simulation parameters.

Parameter Value Reference

Kinetic
Infecting DNA insertion 5,40, and 200 bpsa Garcia and Molineux, 1995; Zavriev and Shemyakin, 1982
Transcription,E. coli RNA polymerase kPh 4 40 nucleotides/s/RNAP Bremer and Yuan, 1968; Rose et al., 1970
Transcription, T7 RNA polymerase kPT7 4 200–300b (as above) Garcia and Molineux, 1995; Zavriev and Shemyakin, 1982
T7 mRNA decay kdm 4 0/sec Summers, 1970
Translation kR 4 14 AA/sec/ribosomec Dalbow and Young, 1975
Protein decay kdgp 4 2.8 × 10−5/sd Lee and Bailey, 1984
E. coli DNA degradation 32,357 nucleotides/sd Berlyn et al., 1996; Sadowski and Kerr, 1970
T7 DNA replication kPD 4 370 bps/polymerase Rabkin and Richardson, 1990
DNA packaging kpk 4 0.702/min Son et al., 1993
Procapsid assembly kas 4 4.6 × 10−16/(number/cell)3.78/minc,d Prevelige et al., 1993

Binding
E. coli RNA polymerase and gp2 Keq1 4 5.0 × 107/Md Hesselbach and Nakada, 1977a
E. coli RNA polymerase and gp0.7 Keq2 4 5.5 × 106/Me Hesselbach and Nakada, 1977b
T7 RNA polymerase and gp3.5 Keq3 4 1.5 × 107/Md Ikeda and Bailey, 1992

Other
T7 promoter strengths Table II Ikeda, 1992
Tø terminator efficiency hTø 4 0.66 Macdonald et al., 1993
Total E. coli RNA polymerase 1800 molecules/cell Bremer and Yuan, 1968
RNA polymerase spacing requirement Sp 4 233/m2 + 73 bp Dennis and Bremer, 1973, 1974
Ribosomal spacing requirement Sr 4 82.5/m + 145 nucleotides Dennis and Bremer, 1973, 1974
Km for DNA elongation Km 4 8668 nucleotides/cell Donlin and Johnson, 1994
Nucleation level, procapsid assembly CN 4 3036 molecules/celld Prevelige et al., 1993
T7 particle protein stoichiometry See Nomenclature Steven and Trus, 1986
E. coli volume 8 × 10−16L Donachie & Robinson, 1987

abps4 base pairs per second.
b200 bps used.
cRate is corrected to 30°C.
dDerived from published data.
eFit to published data.
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tween two elongating EcRNAP’s (Dennis and Bremmer,
1973, 1974). The lengthLH(t) averages the transcript
lengths from each inserted class I promoter assuming equal
strengths for A1, A2, and A3:

LH~t! = (
j=1

nH~t! S~X~t! − Aj!
1

nH~t!D (2)

whereX(t) is the total length of inserted T7 DNA at timet,
nH(t) is the number of inserted EcRNAP promoters at time
t, and Aj is the location of promoterj. The termX(t) − Aj
increases until the early terminator, TE, enters the cell, after
which time it remains fixed at TE − Aj. Figure 3 provides a
schematic for this term and the switch fromX(t) to TE.
Although a small percentage of elongating EcRNAP reads
through TE (Studier, 1972), we assume such read-through
will not significantly modify the expression levels of the T7
genes and have not included it in the simulation.

For transcription of class II and class III genes, which is
carried out by gp1, we account for different gp1 promoter
strengths by including an additional term,Si, representing
the combined strength of the genei’ s upstream promoters:

d~mRNAi!

dt
= ~Si!F~kPT7!~PT7!

Lp~t!
G

− ~kdm!~mRNAi! for i = 1.4, . . . ,19.5 (3)

where kPT7 and PT7 are the transcription rate and active
concentration of gp1, respectively, andLP(t) is the weighted
transcript length produced by gp1. Note thatPT7 is initially
zero but increases as gene1 is expressed during the phage
growth cycle. The bracketed component of the first term is
the total rate of mRNA synthesis by gp1, in units of T7
mRNA molecules per second per infected cell. This is the
same for all class II and class III genes at any timet. Mul-
tiplication of this term by each gene’s transcription strength,
Si, allocates the transcription resources across the class II
and class III DNA. Here,Si is found by dividing the com-
bined strength of genei’ s upstream promoters by the total
strength of all available gp1 promoters:

Si = (
j=1

ni

Søj / (
j=1

np~t!

Søj for i = 1.4, . . . ,19.5 (4)

Figure 3. Quantifying the weighted lengths of expressed T7 DNA needed to simulate the allocation of transcription resources. T7 DNA is pictured near
(a) the beginning and (b) the end of insertion. For clarity, only four gp1 promoters are shown. Lines bounded by two arrows give the physical basis for
the indicated terms from Equations (2) and (5). The dashed lines represent gp1 read-through at Tø.
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whereSøj is the calculated strength of promoterj, ni is the
number of gp1 promoters upstream of genei, andnp(t) is the
total number of inserted gp1 promoters at timet. For ex-
ample, using the simplified T7 genome depicted in Figure
3(b), gene3.5 hasni equal to 2 andnp(t) equal to 4. The
values ofSøj used in the simulation are calculated by mul-
tiplying the relative strength of each promoter by its tran-
script initiation efficiency (Table II).

At any point in time, the weighted transcript length pro-
duced by gp1,Lp(t), is calculated by accounting for both the
strength of each promoter and the length of the transcript
originating from it:

LP~t! =

(
j=1

np~t! 1~X~t! − øj!
Søj

(
k=1

np~t!

Søk2 +
(
j=1

npTø

Søj

(
j=1

np~t!

Søj

~1 − hTø!~X~t! − Tø!

(5)

where øj is the location of promoterj, npTø is the number of
T7 RNA polymerase promoters before the terminator Tø,
hTø is the efficiency of termination, and Tø is the location
of the terminator. The two indices,j andk, refer to the gp1
promoters. This equation elaborates on Equation (2) by uti-
lizing Søj to calculate a weighted average transcript length
and a second term to account for read-through at Tø. This
second term is nonzero only after Tø has entered the host,
that is, forX(t) − Tø greater than zero. Figure 3(b) provides
a depiction of the terms from Equation (5). For the promot-
ers upstream of Tø,X(t) in the first term will equal Tø after
Tø has entered the cell.

Translation of T7 mRNA

Translation is simulated assuming an environment of un-
limited amino acids and ribosomes. We also assume that the
rate at which ribosomes incorporate amino acids is constant
over all T7 mRNA. The effect of RNase III processing of T7
mRNA on specific protein synthesis rates (Dunn and Studi-
er, 1973) is not included in the simulation. From these as-
sumptions, a general protein rate expression is developed
that accounts for protein synthesis, decay, and phage par-
ticle assembly:

d~gpi!

dt
=

~Ri!~kR!~mRNAi!

Li

− ~kdgp!~gpi! + Ti for i = 0.3, . . . ,19.5 (6)

where gpi is the concentration of the proteini, Ri is the
number of ribosomes per transcript,kR is the rate of elon-
gation,Li is the length of gpi, andkdgp is the protein decay
rate. The total number of ribosomes active on a specific T7
mRNA is calculated using data for the spacing of ribo-
somes,Sr, on mRNA as a function of theE. coli growth rate
prior to infection (Dennis and Bremmer, 1973, 1974). Lack-
ing specific data,kdgp is assumed to be constant for all T7
proteins. The termTi , defined later, accounts for proteins
that either play a direct role in procapsid assembly or are
physically incorporated into the phage particle. All other
gene products haveTi equal to zero.

Inactivation of RNA Polymerases

Both EcRNAP and gp1 are influenced by protein–protein
interactions that reduce their transcription activities.
EcRNAP is affected by the protein kinase (gp0.7) and the
EcRNAP inactivation protein (gp2) while gp1 is inhibited
by gp3.5. The effects of gp2 and gp3.5 are simulated using
equilibrium binding constants (Keq) we derive from experi-
mental data. These calculations assume that the polymera-
se–inhibitor complex has no residual transcription activity
and that the inhibitor can complex both free and DNA-
associated polymerase equally well. Gp2-mediated inacti-
vation is simulated using aKeq1equal to 5.0 × 107 M−1,
calculated from published data (Hesselbach and Nakada,
1977a). Inactivation ofE. coli RNA polymerase via gp0.7 is
due to an unknown mechanism but is independent of the
gp0.7 kinase activity (Robertson and Nicholson, 1992;
Rothman-Denes et al., 1973). Consequently, we assume the
effect of gp0.7 on EcRNAP is due to the formation of a
one-to-one complex and choose an equilibrium constant
Keq2 equal to 5.5 × 106 M−1, which is consistent with
available data (Hesselbach and Nakada, 1977b). Allocation
of EcRNAP inactivation between gp0.7 and gp2 is accom-
plished by assigning 30% to gp0.7 and 70% to gp2 (Hes-
selbach and Nakada, 1977b). The simulation also modifies
the total concentration of EcRNAP with a first-order protein
decay function. Inhibition of gp1 by gp3.5 is simulated us-
ing aKeq3equal to 1.5 × 107 M−1. We derived this value
from the available in vitro data (Ikeda and Bailey, 1992).

Table II. T7 RNA polymerase promoter dataa used in the simulation.

Promoter Relative strengthb Initiation efficiency Søj
c

ø1.1A 0.15d 0.296e 0.044
ø1.1B 0.34 0.361 0.123
ø1.3 0.045 0.163 0.007
ø1.5 0.15d 0.296e 0.044
ø1.6 0.15d 0.296e 0.044
ø2.5 0.15d 0.296e 0.044
ø3.8 0.07 0.364 0.025
ø4c 0.15d 0.296e 0.044
ø4.3 0.15d 0.296e 0.044
ø4.7 0.15d 0.296e 0.044
ø6.5 0.61 0.748 0.456
ø9 0.80f 0.721g 0.577
ø10 1.00 0.681 0.681
ø13 0.79 0.734 0.580
ø17 0.80f 0.721g 0.577

aRelative strength and initiation efficiency data taken from Ikeda, 1992.
bAll promoter strengths are scaled relative to ø10.
cSøj is the product of the relative strength and the initiation efficiency.
d0.15 is the average strength of the three class II promoters.
e0.296 is the average initiation efficiency of the three class II promoters.
f0.80 is the average strength of the three class III promoters.
g0.721 is the average initiation efficiency of the three class III promoters.
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Using these equilibrium relationships, the concentrations of
free and complexed EcRNAP and gp1 are calculated at each
point in time.

DNA Degradation and Synthesis

The release of soluble nucleotides from the digestion ofE.
coli DNA by the T7 endonuclease (gp3) and exonuclease
(gp6) is simulated using a constant release rate of 32,357E.
coli DNA nucleotides per second from 7.5 to 15 min after
the start of infection (Sadowski and Kerr, 1970). To calcu-
late this number, we use theE. coli culture growth rate in
T-broth at 30°C (one doubling per hour) to estimate the
number of bacterial genomes per cell (1.84 genomes per
cell, Bremer and Dennis, 1996) at 4.655 × 106 bp per
genome (Berlyn et al., 1996). During a T7 infection ap-
proximately 85% of theE. coli DNA is degraded by gp3 and
gp6 (Sadowski and Kerr, 1970). Lacking specific data
for the rate of digestion by gp3 and gp6, we employ a
constant digestion rate for the entire 450 s (7.5–15 min).
Thus, (1.84 genomes/cell) × (4.655 × 106 bp/genome) ×
(0.85) × (1/450 s) × (2 nucleotides/bp) yields 32,357 nucleo-
tides per second. The simulation currently ignores other
potential sources of T7 DNA precursors, such as from ri-
bonucleotide reduction, which are probably insignificant.
For example, minicells lacking chromosomal and episomal
DNA have been shown to support T7 infection but produce
only four progeny per infected cell (Ponta et al., 1977).

DNA synthesis is simulated by taking elongation as the
rate-limiting step. The rate expression for T7 DNA depends
on the concentration of T7 DNA polymerase (gp5) and the
rate of progeny formation:

d~DNA!

dt
=

~dNTP!~kPD!~gp5!

~dNTP+ Km!~LDNA!
− ~kpk!~PR) (7)

where dNTP is the concentration of free deoxynucleotides,
kPD is the rate of DNA elongation, gp5 is the T7 DNA
polymerase concentration,Km is the half-maximum velocity
constant for gp5,LDNA is the length of T7 DNA,kpk is the
mature DNA packaging rate, andPR is the limiting species
for progeny formation (procapsids or DNA). Although a
primase/helicase (gp4) is required for replication (Studier,
1972), it is produced slightly earlier than gp5 in the growth
cycle, and we assume it has a negligible effect on the rate of
replication during a T7-WT infection. Because Equation (7)
assumes each gp5 molecule is active, the simulated T7 DNA
replication rate is based on multiple replication forks. As
with gp1, the initial concentration of gp5 is zero and then
increases as gene5 is expressed.

Particle Assembly and DNA Packaging

Procapsid assembly is simulated with a 4.78-order nucle-
ation-limited reaction developed from data for phage P22
(Prevelige et al., 1993). T7 and P22, bothPodoviridae,have
dissimilar genomes and growth cycles (Hausmann, 1988),

but their icosahedral capsids are both approximately 60 nm
in diameter and are attached to short noncontractile tails
(Ackermann and Berthiaume, 1995). The kinetic data for
P22 procapsid assembly are the most comprehensive for any
phage and allow the development of a procapsid (PC) rate
expression:

d~PC!

dt
=

~kas!~gp10A!4.78

Nc
− ~kpk!~PR! (8)

wherekas is the procapsid assembly rate we derived from
experimental data (Prevelige et al., 1993) andNc is the
number of gp10A (major capsid protein) per procapsid. The
first term, representing the formation of procapsids, is only
included for gp10A concentrations above the nucleation re-
quirement,CN. The second term is the consumption of pro-
capsids as progeny are formed. This last step requires com-
plete procapsids, T7 DNA, and enough of each structural
protein to complete the phage. As procapsids and progeny
phage particles are assembled, the additional term,Ti, from
Equation (6) accounts for the utilization of T7 proteins:

Ti = −~Ns!S~kas!~gp10A)4.78

Nc
D for i = 9 (9a)

Ti = −~kas!~gp10A!4.78 for i = 10A and[gp10A]
> CN (9b)

Ti = −~Ni!~NG!~kpk!~PR! for i = 11, . . . , 17 (9c)

whereNs is the number of scaffolding proteins (gp9) per
procapsid,CN is the concentration of gp10A required for
procapsid nucleation,Ni is the number of gpi per progeny
phage, andNG is the number of progeny phage per genome
or procapsid. Equation (9a) accounts for the utilization of
scaffolding protein during procapsid assembly. Unlike P22,
which is known to recycle its scaffolding protein (Prevelige
et al., 1993), T7 does not recycle gp9 (Roeder and Sad-
owski, 1977), despite the fact that gp9 does not remain in
the final phage particle (Steven and Trus, 1986). Equations
(9b)–(9c) represent incorporation of phage particle proteins
into progeny. The simulation assumes that packaging of
DNA into the procapsid is the rate-limiting step for T7
progeny formation:

d~T7!

dt
= ~NG!~kpk!~PR! (10)

where T7 is the number of progeny phage per cell.
In summary, the simulation accounts for the transcription

and translation of 52 T7 genes. Of these 52, 15 of the best
characterized gene products (0.7, 1, 2, 3.5, 5, 8, 9, 10A, 11,
12, 13, 14, 15, 16, and 17) contribute further to the simu-
lation based on their roles in catalytic, complexation, or
virion assembly processes.
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RESULTS

Transcription Capacity Shifts from Host to Virus

The simulation is tested against experimental results from
the early, middle, and late stages of the T7 growth cycle.
Early stage data for the transcription capacity of the host
and phage RNA polymerases are presented (Fig. 4A). Each
data series has been scaled to its maximum value. During
the first 5 min of phage DNA entry EcRNAP actively tran-
scribes the early phage genes, including gp1. However, be-
tween 5 and 10 min, its activity drops to zero and the ac-
tivity of gp1, initially zero, rises to its maximum value. The
simulation performs well in capturing the shift in transcrip-
tion activity from the host to the phage.

The shape of the simulated gp1 curve can be understood
by considering the simulated intracellular concentrations of
gene0.7, 1, 2,and3.5 mRNA and their respective protein
species, as well as those of EcRNAP and the [gp1–gp3.5]

complex. The shoulder in the simulated gp1 transcription
capacity at 5 min is due to the strong initial expression of
gp3.5 which binds and inhibits gp1. This occurs as the gene
3.5 DNA enters the cell and gp1 is focused on its expres-
sion. The simulated synthesisrate of gene3.5 mRNA (Fig.
4B) illustrates this effect. With the insertion of more T7
DNA, the active gp1 is redistributed to the stronger gp1
promoters downstream of gene3.5. This redistribution of
gp1 causes a decrease in the gene3.5 mRNA transcription
rate that correlates with the insertion of downstream gp1
promoters into the cell. During this period expression of
gene3.5 continues, but at a reduced rate relative to gene1.
The change in the rate of expression shifts the equilibrium
concentrations of gp1 and gp3.5 and allows the active gp1
concentration to increase (Fig. 4C). The situation reverses
after 11 min when gene1 transcription is stopped via inhi-
bition of EcRNAP by gp0.7 and gp2, but gene3.5 transcrip-
tion continues, albeit at a reduced rate. This causes the
synthesis rate of gp3.5 to exceed that of gp1 and, due to

Figure 4. (A) Shift of transcription capacity, from host to phage. Experimental (Hesselbach and Nakada, 1977a) and simulated mRNA synthesis capacity.
Filled squares (experimental) and solid line (simulated) are EcRNAP. Empty squares (experimental) and dashed line (simulated) are gp1. Each series is
scaled relative to its maximum values. (B) Rate of gene 3.5 mRNA synthesis predicted by the T7-WT simulation. (C) Simulated intracellular concentrations
of free gp1 (small dashes), free gp3.5 (large dashes), and the [gp1–gp3.5] complex (solid line).
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formation of the [gp1–gp3.5] complex, reduces the concen-
tration of active gp1 after 11 min (Fig. 4A).

Effect of Promoter Location and Strength on
Simulated Gene Expression

The intracellular concentrations of 52 T7 gene products are
predicted by the simulation. Factors influencing the timing
and level of gene expression include DNA insertion rates,
promoter strengths, and protein–protein interactions. Figure
5A illustrates how genes positioned downstream from the
entering end of the genome appear at ever later times in the
growth cycle (i.e., gene1 is expressed after gene0.3and so
on). The total expression of gene0.3mRNA is predicted to
exceed that of gene1 because gene0.3 expression starts
earlier in the growth cycle, when more EcRNAP is active.
The stability of T7 mRNA transcripts is illustrated by the
constant concentrations of gene0.3and gene1 mRNA at the
end of the growth cycle. The simulated concentration of
class III mRNA continues to increase because a low level of
active gp1 remains through the end of the growth cycle.
Expression of gene10A mRNA exceeds all others because
the polycistronic transcripts originating from upstream gp1
promoters all contain gene10mRNA and because the avail-
able in vitro data indicate that ø10, the promoter immedi-
ately upstream of gene10A, is the strongest on the genome
(Ikeda, 1992).

The simulation is compared with experimental data for
the protein synthesis initiation times of 22 gene products
(Fig. 5B). Temporal resolution of the experimental data,

indicated by the horizontal bars, is limited by the 1- or
2-min intervals used in the pulse labeling experiments (Gar-
cia and Molineux, 1995; Studier and Dunn, 1983). The
simulation employs a user-defined resolution (usually 0.1–1
s) to record the time of protein synthesis initiation once the
level of gpi exceeds one protein per cell. The solid line at
45° passing through the origin (y 4 x) indicates where the
simulation would exactly match the experimental data. The
plot indicates that the simulation lags behind the experimen-
tal data for the synthesis of class I proteins, with the excep-
tion of gp1.3. Then, excluding gp5, the simulation predicts
synthesis of the class II and class III proteins begins earlier
than the experimental data indicate. These discrepancies are
discussed later.

Formation of Intracellular Phage

We performed one-step growth experiments to examine the
formation of intracellular progeny phage (Fig. 6). Data were
collected for two cases: T7-WT growth on BL21 and T7-26
growth on BL21(DE2). Growth of T7-26 on BL21(DE2)
was simulated by setting the initial concentrations of gene1
mRNA and gp1 equal to the final concentrations obtained
from a simulation of T7-WT growth on BL21 and by de-
leting the region of T7 DNA coding for gene0.7 and gene
1. For both strains, the data show an initial lag period as T7
DNA is inserted and replicated. This is followed by the
exponential increase of intracellular progeny until cellular
resources become limiting and the growth curves begin to

Figure 5. (A) Simulated intracellular concentrations of selected class I and class III T7 mRNA. (B) Experimental and simulated initiation of protein
synthesis for a T7-WT infection. Open circles are derived from a 2-min interval pulse labeling experiment with T7-WT infecting anE. coli C culture
growing in minimal media (Studier and Dunn, 1983). Filled diamonds are taken from a 1-min interval pulse labeling experiment with sRK836 (T7-WT
carrying four GATC sites inserted at nucleotide 836) infecting an UV-irradiated culture of IJ1133(pTP166) (IJ1133 isE. coli K-12 strain RVDlacX74 thi
D(mcrC-mrr)102<Tn10; pTP166 overproduces Dam methylase; Garcia and Molineux, 1995). Experimental times are taken from the first discernible band
on polyacrylamide gel. Simulated times were recorded when the predicted gpi level exceeded 1.0. The solid line indicates where the simulation and
experiment would exactly match.
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plateau. Both of the experimental growth curves level off at
a plateau approximately 40% below the simulated plateau.
This discrepancy is most likely due to the incomplete pack-
aging of newly replicated DNA during an actual infection.
Examination of extracts after host cell lysis usually reveal
that only 25–50% of the replicated DNA is packaged (per-
sonal communication, I. J. Molineux) whereas the simula-
tion assumes all replicated T7 DNA is packaged to yield
viable phage progeny.

The differences between the two growth curves may be
attributed to several factors. First, the availability of gp1 at
the start of the infection on BL21(DE2) may enable earlier
class II and class III gene expression than in BL21. This
would occur from either an earlier recognition of the øOL or
ø1.1Apromoters by gp1, which would increase the translo-
cation rate, or a higher transcription level of class II and III
genes due to a higher gp1 concentration. Second, the re-
duced length of the T7-26 genome would shorten translo-
cation and packaging times and, on a stoichiometric basis,
would allow for more replicated genomes relative to a T7-
WT infection (fewer nucleotides per progeny genome). Fi-
nally, since T7-26 does not inhibit EcRNAP via gp0.7,
stronger expression of gene1 may increase the expression
rate of the class II and III genes. In agreement with this last
hypothesis, previous work has shown that laboratory cul-
tures of T7D0.7strains grow faster than T7-WT (Kong and
Yin, 1995; Studier et al., 1979).

Exploring Potential Antiviral Strategies

The simulation provides a useful tool for predicting how
drugs that target specific components of the virus may in-
fluence its growth. Here, one class of drugs, antisense RNA
(Murray, 1992), is explored because of its potential appli-
cation to medically important viruses such as HIV-1 (Bor-
dier et al., 1995; Chatterjee et al., 1992). The inclusion of

antisense RNA in the simulation is accomplished using four
simplifying approximations: (1) All antisense immediately
and irreversibly binds its target mRNA. The effects of bind-
ing kinetics and incomplete antisense binding to the target
are ignored. (2) The total concentration of antisense is de-
fined at the start of infection and does not increase or decay
over the course of the growth cycle. (3) Formation of duplex
RNA that prevents translation of one gene is assumed to
have no effect on the translation of downstream genes. (4)
Binding of the antisense to T7 mRNA is not blocked by
ribosomes. Each of these approximations may be readily
modified to account for more detailed antisense–mRNA in-
teractions.

Figure 7 shows T7 growth in the presence and absence of
antisense that targets gene10A mRNA. The concentration
of antisense (43 molecules per cell) is 10% of the total gene
10AmRNA concentration synthesized during a normal T7-
WT growth cycle. This antisense dose negates only the
initial expression of gene10A causing the lag time for the
synthesis of gp10A to increase from 6 to 7.5 min. In turn,
this causes a lag in procapsid formation and finally a lag in
the production of progeny phage. The increase in procapsid
concentration seen at the end of both growth cycles is due to
the complete packaging of replicated T7 DNA, which elimi-
nates the depletion of procapsids caused by progeny forma-
tion.

To search for effective antisense strategies, the simula-
tion was modified to target different T7 mRNA over a range
of antisense concentrations. By solving the simulation for
each combination of antisense target and dose, a range of
growth cycle responses were found. Figure 8 gives results
for antisense strategies representative of the 15 T7 genes
that have a kinetic or stoichiometric role in the simulation.
As a basis for comparison, the time required to produce 99%

Figure 6. Intracellular one-step growth results for two T7 strains. Filled
squares (experimental) and solid line (simulated) are T7-WT infecting
BL21. Empty squares (experimental) and dashed line (simulated) are T7-26
infecting BL21(DE2).

Figure 7. Comparison of the simulated intracellular gp10A, procapsid,
and progeny concentrations for a T7-WT growth cycle (solid lines) and a
T7-WT growth cycle modified with 43 gene10A antisense RNA (dashed
lines).
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of the T7-WT burst (taken from the intracellular one-step
growth experiments,∼115 progeny) was calculated for each
antisense molecule over a range of concentrations and plot-
ted on the ordinate. Antisense strategies that inhibit T7
growth produce curves above the dashed line, while those
which enhance growth are shown below the line. Antisense
against gene10A mRNA is predicted to have the greatest
relative inhibition of T7 followed by antisense against gene
11 mRNA. The gene11 mRNA curve is representative of
antisense directed against other phage particle mRNAs
(gene8, 12, 13, 14, 15, 16,and17 mRNA; data not shown).
The curve for gene1 mRNA predicts low antisense con-
centrations would accelerate phage growth relative to wild-
type while higher antisense concentrations would inhibit
phage growth. Since gp0.7, gp2, and gp3.5 exert negative
feedbacks on the host and phage RNA polymerases, anti-
sense directed against their respective mRNAs are predicted
to enhance T7 growth. It should be noted that the gene3.5
antisense mRNA curve does not account for the effect gp3.5
may have on DNA replication (Studier, 1972) or its role in

lysis. The enhancement of the growth rate due to the inhi-
bition of gene0.7 mRNA is in agreement with experiments
for T7 D0.7 strains (Kong and Yin, 1995).

DISCUSSION

The simulation captures many important characteristics of
the phage growth cycle, including the redirection of re-
sources from host to phage, the controlled expression of
phage genes, and the sharp rise of intracellular phage prog-
eny. In addition, we have demonstrated the potential power
of such a simulation to provide insights for the design of
antiviral strategies. The simulation remains a work in prog-
ress. As details of the T7 growth cycle are further revealed,
the simulation will be modified and improved. We hope,
however, that this current simulation will facilitate future
study of T7 by providing a tool for proposing and quanti-
tatively testing hypothetical mechanisms as illustrated be-
low.

Sharp Down Regulation of T7 RNA
Polymerase Activity

A discrepancy exists after 12 min between the simulated in
vivo data and experimental measured in vitro data for tran-
scription capacity (Fig. 4A). This occurs because the simu-
lation continues to express gene3.5 beyond 12 min. Since
EcRNAP is inactive, gene1 mRNA is no longer being
produced. Consequently the gp3.5 concentration increases
relative to gp1 and the simulated concentration of active gp1
decreases due to complexation with gp3.5. Without this de-
crease the simulation would match the experimental in vitro
data. However, it is unlikely this mechanism accounts for
the discrepancy because other experimental data show
translation of gene1 mRNA stops 8 min into the growth
cycle (Garcia and Molineux, 1995; Studier and Dunn,
1983). Thus, regardless of the gene1 mRNA concentration,
the concentration of gp3.5 will increase relative to gp1.

Data for the in vivo T7 transcription capacity indicate that
all transcription in a T7-WT infection is effectively com-
pleted by 12 min (McAllister and Wu, 1978; Zhang and
Studier, 1995). To match this in vivo data, a more detailed
mechanism is required. One hypothesis is that the 12-min
cutoff of transcription seen in vivo results from the [gp1–
gp3.5] complex binding T7 DNA at the gp1 promoters and
preventing transcription. In other words, as [gp1–gp3.5]
complexes form, they block transcription by binding the
gp1 promoters and preventing free gp1 from initiating new
transcripts. This mechanism would allow lower concentra-
tions of gp3.5 to inhibit gp1-mediated transcription. Such a
hypothesis has been simulated using the mechanisms and
kinetic rates given in Figure 9. Figure 10 indicates that the
revised active gp1 concentration predicted by this simula-
tion matches the experimental data (Zhang and Studier,
1995) quite well. It should be noted that the first 5 min of
experimental data, which represents transcription by the
EcRNAP, should not be expected to match the simulated

Table III. Intracellular mRNA concentration.

Gene mRNA (molecules/cell)a

0.7 40
1 30
2 87
3.5 97

10A 434
11 64

aSimulated concentration 30.75 min postinfection in a T7-WT growth
cycle.

Figure 8. Simulated effect of selected antisense on the T7 growth cycle.
Antisense concentrations are given relative to mRNA concentrations at the
end of the T7-WT growth cycle (Table III). TheY axis indicates the time
required to produce 99% of T7-WT progeny as defined by the intracellular
one-step growth experiments (∼115 progeny). The dashed line shows the
time for the T7-WT growth cycle (30.75 min).
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gp1 activity. The details of this mechanism have yet to be
experimentally verified.

In vivo T7 RNA Polymerase Promoter Differences

T7 class III promoters are stronger than the class II promot-
ers in vitro (Ikeda, 1992). We expect this difference in pro-
moter strengths will be significant in vivo if the T7 promot-
ers compete for active gp1. However, if the concentration of
active gp1 is high, then the promoter sites should be gp1-
saturated and differences in transcription rates would be
primarily due to differences in promoter clearance rates. To
estimate if active gp1 enzyme is in excess, we divide the

length of inserted class II and class III DNA by the
EcRNAP spacing requirement. This provides a first-order
approximation for the ‘‘saturating’’ concentration of active
gp1 (approximately 112 molecules per cell when all T7
DNA is inserted). The maximum active gp1 concentration
calculated by the simulation approaches 50 molecules per
cell (Fig. 4C), well below the saturating concentration. This
supports the hypothesis that the increase in strength from
class II to class III promoters observed in vitro will by
competition shift transcription from class II to class III
genes in vivo.

T7 Protein Synthesis Initiation and
DNA Translocation

Previous simulations (Buchholtz and Schneider, 1987) dem-
onstrated that the time required for a given genei to enter
the host creates a lag time in the growth cycle for its ex-
pression. Here, the translocation mechanism has been up-
dated with recent DNA insertion rate data (Garcia and Mol-
ineux, 1995) and applied to all T7 genes. The resulting
simulated protein synthesis initiation times are compared
with experimental data for 22 T7 proteins. The delay in the
simulated protein synthesis initiation times for the class I
genes may be caused by a rate of DNA ejection during the
first stage of translocation that is too slow. More recent data
indicate that the 5-bps rate for the initial DNA region is a
minimum value and that the actual translocation rate may be
10-fold or more higher (I. J. Molineux, personal communi-
cation). Increasing this rate would shorten the simulated
initiation times of class I protein synthesis, possibly improv-
ing their match with experimental data in Figure 5B.

The discrepancy between the simulated and experimental
synthesis initiation times for the class II and class III pro-
teins may be explained by several hypothetical mechanisms.
First, there may be a lag in the recognition of ø1.1Aby the
first molecules of gp1. Incorporating this mechanism would
cause a delay in the translocation rate increase (from 40 to
200 bps) and produce a step increase in the simulated ini-
tiation times of most class II and class III genes. The early
class II genes should not be affected because translocation
would still occur at the EcRNAP-mediated rate of 40 bps.
Second, if gp1 were unable to effectively mediate translo-
cation at its elongation rate but could pull T7 DNA into the
host at a rate below 200 bps, the simulated initiation times
would lengthen. Further, the effect of this mechanism would
increase over the length of the class II and class III DNA.
The effective rate of gp1-mediated translocation that would
produce agreement between simulated and experimental ini-
tiation times is approximately 100 bps or 50% of the gp1
elongation rate currently used in the simulation. Finally, it is
possible that gp16 acts as a molecular brake during the early
stages of DNA translocation (I. J. Molineux, personal com-
munication). Any delay in translocation resulting from this
mechanism would increase the current discrepancy between
simulated and experimental data for the class I proteins (Fig.
5B) but improve the fit with the class II and class III pro-

Figure 10. T7 RNA polymerase activity. In vivo3H-uridine incorpora-
tion (filled circles; Zhang and Studier, 1995) and simulated gp1 activity
(solid line). This prediction uses data for the concentrations of gp1 and
gp3.5 from the T7-WT simulation as input. The experimental data include
EcRNAP activity from 0 to 5 min.

Figure 9. Hypothesized mechanism for the interaction of gp1, gp3.5, and
gp1 promoters. [gp1–gp3.5] binding is assumed to be independent of gp1
binding to a promoter and vice versa. Therefore, we choosek1 4 k3

(1 × 109 M−1 s−1), k2 4 k4 (1.5 s−1), k5 4 k7 (1.5 × 104 M−1 s−1),
andk6 4 k8 (1 × 103 s−1). The termk9 (0.5 s−1) represents the rate of
isomerization from bound to elongating gp1. The dashed line andk10

(0.167 s−1) indicate the transit time and recycle rate of gp1, respectively.
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teins in a manner similar to the potential gp1-ø1.1Amecha-
nism.

Down Regulation of T7 mRNA Translation

The simulation cannot yet account for the sharp inhibition
of translation seen for some class I and class II mRNA (e.g.,
gene1 and2.5 mRNA; Studier and Dunn, 1983). Since T7
mRNA are thought to be stable over the course of the
growth cycle (Summers, 1970) and no agents have been
identified which inhibit translation from specific T7 tran-
scripts, the mechanism for this process remains unknown.
What is clear, however, is that the continued simulated
translation of T7 mRNA until the end of the growth cycle
does not agree with available experimental data.

Exploration of Antiviral Strategies

In addition to unifying the available mechanistic and kinetic
data for the T7 growth cycle, the simulation provides a
framework for quantitatively evaluating how well-defined
viral mutations or drug targeting of specific viral compo-
nents influence the growth process. By simulating the me-
tabolism of the infection, we provide a way to predict po-
tential complications, as well as opportunities for gaining
insights into the global effects of a particular strategy. This
approach should help drug designers anticipate system-level
responses and may explain the unanticipated behavior of
some antisense strategies observed in vivo (Gura, 1995).
For example, we have shown that strategies inhibiting an
essential component of T7 (gene1 mRNA) may accelerate
T7 growth. In addition, the simulation predicts how target
selection leads to accelerated and inhibited phage growth.
As mechanisms and data become available for the activity
and localization of antisense in vivo, we anticipate that ex-
tensions of this approach will provide insights for the design
of antiviral strategies against eukaryotic viruses.

CONCLUSIONS

Despite the predominately qualitative and reductionist focus
of molecular biology (Maddox, 1992), our results suggest
that a quantitative and synthetic perspective can provide a
valuable tool for exploring viral growth at the molecular
level. Using a chemical-kinetic framework, we have con-
solidated data on the molecular physiology of phage T7 and
used the resulting computer simulation to explore the rich
dynamics of phage growth. As the fundamental database
expands, the simulation will be adapted, enabling a more
detailed and coherent picture of T7 dynamics to emerge.
Even in its preliminary form, the simulation has suggested
fertile areas for future investigations in the control of trans-
location, transcription, translation, and drug design. Our ap-
proach provides a foundation for creating detailed geneti-
cally structured simulations of other prokaryotic as well as
eukaryotic viruses.

We thank I. J. Molineux for his comments, suggestions, and
communication of unpublished results. We also thank F. W.
Studier, A. Rosenberg, and X. Zhang for their helpful comments
and suggestions.

NOMENCLATURE

Aj EcRNAP promoterj (location on T7 DNA)
CN gp10A concentration required for nucleation (molecules/

cell)
DNA T7 DNA concentration (molecules/cell)
dNTP dinucleotide triphosphate concentration (molecules/cell)
EcRNAPE. coli RNA polymerase
gpi i th T7 gene product (molecules/cell)
i T7 gene index (Studier and Dunn, 1983)
j, k gp1 promoter indices
k1–10 kinetic parameters defining gp1, gp3.5, and gp1 promoter

kinetics
kas procapsid assembly rate [1/(molecules/cell)3.78/min]
kdgp gene product decay rate (s−1)
kdm mRNA decay rate (s−1)
Kcq1–3 protein–protein equilibrium constant (M−1)
kPD DNA polymerase elongation rate (bp/s/polymerase)
kPh EcRNAP transcription rate (nucleotides/s/polymerase)
kpk DNA packaging rate (s−1)
kPT7 gp1 transcription rate (nucleotides/s/polymerase)
kR ribosome translation rate (amino acids/s/ribosome)
Km Michaelis constant for DNA polymerase (molecules/cell)
Li length of gpi (amino acids/protein)
LH(t) average T7 transcript length from EcRNAP (nucleotides/

mRNA)
Lp(t) weighted average T7 transcript length from gp1 (nucleo-

tides/mRNA)
LDNA length of T7 DNA (39,937 bp/genome)
mRNAi i th T7 mRNA (molecules/cell)
ni number of gp1 promoters upstream of genei
nH(t) number of inserted EcRNAP promoters at timet
np(t) number of inserted gp1 promoters at timet
npTø number of gp1 promoters upstream of Tø
Nc gp10A per procapsid (molecules/procapsid)
NG number of phage per genome or procapsid (phage/genome or

procapsid)
Ni number of proteins per phage (molecules/phage particle)
Ns gp9 per procapsid (molecules/procapsid)
Ph EcRNAP active on T7 DNA (molecules/cell)
PR limiting species for progeny formation, PC or DNA (mol-

ecules/cell)
PT7 gp1 active on T7 DNA (molecules/cell)
PC procapsids (molecules/cell)
Ri number of ribosomes active on transcripti (ribosomes/

mRNA)
Si strength of genei’s upstream promoters
Søj, Søk strength of promoterj or k (binding strength × elongation

efficiency)
Sp distance between active RNAPs (bp)
Sr distance between active ribosomes (nucleotides)
t time (s)
T7 progeny phage (molecules/cell)
TE position of the early EcRNAP terminator (location on T7

DNA)
Ti additional gene product rate term (molecules/cell/s)
Tø position of gp1 terminator (location on T7 DNA)
X(t) marker for T7 DNA inserted at timet (location on T7 DNA)
hTø efficiency of gp1 terminator Tø
øj, øk T7 RNA polymerase promoterj or k (location on T7 DNA)
m E. coli growth rate (h−1)
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T7 proteinsreferred to in text

Phage particle stoichiometry data (in parentheses) from Steven and
Trus, 1986.

gp0.3 antirestriction protein
gp0.7 protein kinase
gp1 T7 RNA polymerase
gp1.3 DNA ligase
gp1.7 unknown
gp2 inhibitsE. coli RNA polymerase
gp2.5 single-stranded DNA-binding protein
gp3 endonuclease
gp3.5 lysozyme inhibits T7 RNA polymerase
gp4A/B primase/helicase
gp5 DNA polymerase
gp5.5 permits growth onl lysogens
gp6 exonuclease
gp8 head–tail connector protein (12/phage)
gp9 head assembly protein (137/procapsid)
gp10A/Bmajor/minor head protein (415/phage)
gp11 tail protein (18/phage)
gp12 tail protein (6/phage)
gp13 core protein (33/phage)
gp14 core protein (18/phage)
gp15 core protein (12/phage)
gp16 core protein (3/phage)
gp17 tail fiber protein (18/phage)
gp19 DNA maturation
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