Anal. Chem. XXXX, xxx, 000-000

Single-Cell Chemical Lysis Method for Analyses of
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Analyzing the intracellular contents and enzymatic activi-
ties of single cells is important for studying the physi-
ological and pathological activities at the cellular level, For
this purpose, we developed a simple single-cell lysis
method by using a dense array of microwells of 10—30-
pL volume fabricated by poly(dimethylsiloxane) (PDMS)
and a commercially available cell lysis reagent, To dem-
onstrate the performance of this single-cell lysis method,
we carried out two different assays at the single-cell level:
detection of proteins by antibody conjugated microbeads
and measurement of protease activity by fluorescent
substrates. The results indicated that this method readily
enabled us to monitor protein levels and enzymatic
activities in a single cell. Because this method required
only an array of PDMS microwells and a fluorescence
microscope, the simplicity of this platform opens a way
to explore the biochemical characteristics of single cells
even by those who are not familiar with microfluidic
technology.

A cell is the fundamental unit of life, and all functions in
multicellular organisms are ultimately attributed to those of the
cell. Although most conventional biochemical assays are per-
formed using a considerable number of cells to determine their
quantitative biomolecular profiles, such bulk assays only provide
their averaged values in the analyzed ensemble and thus often
overlook important information regarding their fluctuations among
individual cells.? Because the differences among individual cells
in the same ensemble are highly critical in some cases such as
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cell differentiation, quantitative measurement of biomolecular
profiles at the single-cell level is a matter of concern in the
biological community, Should it he possible to determine the
biochemical parameters of each of multiple single cells in parallel,
we would be able to describe the behavior of individual cells in
an ensemble for obtaining deeper insights into cell—cell signaling,
genetic heterogeneity, and heterotypic biological activities.®
Furthermore, if single-cell biochemical analysis becomes feasible,
we will be able to save much time, labor, and cost because we no
longer have to purify a cell ensemble to homogeneity.

To develop a single-cell analysis in quantitative biology, various
methods have been actively explored.*® However, these newly
emerging methods have not been fully applied in the biological
sciences yet. One of the reasons for this is the fact that these
methods are too sophisticated and integrated to be used without
appropriate investment of time, money, and labor. Thus, there is
a strong need to simplify and make these methods more hiologist-
friendly for realization of quantitative biology at the single-cell
level, We believed that the difficulty lies in the fact that quantitative
analysis of intracellular biological contents at the single-cell level
must seamlessly integrate multiple steps: cell isolation/trapping,
cell lysis, and quantitative assays of biochemical contenfs in the
lysate, As for multiplexed single-cell analyses, most methods
reported thus far take advantage of highly sophisticated and
automated instruments for integration of these multiple steps on
a single platform, e.g., single-cell capture followed by chemical
lysis in a closed volume of 50 pL recently reported in a micro-
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Monolayers of Silver Nanoparticles Decrease Photobleachmg
Application to Muscle Myofibrils
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ABSTRACT Studying single molecules in a cell has the essential advantage that kinetic information is not averaged out.
However, since fluorescence is faint, such studies require that the sample be illuminated with the intense light beam. This causes
photodamage of labeled proteins and rapid photobleaching of the fluorophores. Here, we show that a substantial reduction of these
types of photodamage can be achieved by imaging samples on coverslips coated with monolayers of silver nanoparticles. The
mechanism responsible for this effect s the interaction of localized surface plasmon polaritons excited in the metallic nanoparticles
with the transition dipoles of fluorophores of a sample. This leads to a significant enhancement of fluorescence and a decrease of
fluorescence lifetime of a fluorophore. Enhancement of fluorescence leads to the reduction of photodamage, because the sample
can be illuminated with a dim light, and decrease of fluorescence lifetime leads to reduction of photobleaching because the
fluorophore spends less time in the excited state, where it is susceptible to oxygen attack. Fluorescence enhancement and
reduction of photobleaching on rough metallic surfaces are usually accompanied by a loss of optical resolution due to refraction of
light by particles. In the case of monolayers of silver nanoparticles, however, the surface.is smooth and glossy. The fluorescence
enhancement and the reduction of photobleaching are achieved without sacrificing the optical resolution of a microscope. Skeletal
muscle myofibrils were used as an example, because they contain submicron structures conveniently used to define optical
resolution. Small nanoparticles (diameter ~60 nm) did not cause loss of optical resolution, and they enhanced fluorescence
~500-fold and caused the appearance of a major picosecond component of lifetime decay. As a result, the sample photobleached

~20-fold more slowly than the sample on glass coverslips.

INTRODUCTION

Recently, it has become possible to study single protein
molecules in a cell (1,2), The advantage of single-molecule
detection (SMD) is that it studies the behavior of proteins in
their native (crowded) environment, and avoids problems
associated with averaging responses of an assembly of mol-
ecules with different kinetics. However, the single-molecule
approach is complicated by photobleaching, which arises
because the sample must be illuminated with the intense laser
beam to assure an adequate signal/noise ratio.

In an earlier work, we were able to decrease photo-
bleaching by making measurements on coverglasses coated
with nanoparticles known as surface island films (SIF) (3).
SIFs are nanoparticles (4—10) that can support confined
charge density oscillations (11) called localized surface
plasmon (LSP) polariton modes. Excitation of LSPs causes a
strong enhancement of local electric field and a substantial

decrease of fluorescence lifetime caused by the distance-

dependent changes in the radiative decay rates (12). Enhance-
ment of the local field allows attenuation of illumination,
‘which leads to reduction of photodamage. At the same time,
enhancement causes an effective decrease of photobleaching:
although it does not change the characteristics of a fluo-
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rophore, and therefore has no effect on the intrinsic resistance
to photobleaching, it increases the time that a fluorophore
remains unbleached, because the sample can be illuminated
with a weaker light, Decrease of fluorescence lifetime, on the
other hand, leads to a decrease of the intrinsic photobleaching
rate. The decrease in bleaching is mainly caused by the fact
that the molecule spends less time in the excited state, where
it is subject to oxygen attack. For a fluorophore in a normal
nonsaturation limit (i.e., the increase in laser power causes a
corresponding increase in fluorescence intensity), the de-
crease of fluorescence lifetime also causes an increase in
quantum yield, Q. However, since the Q of thodamine is near
1 anyway, this effect is not very significant in our experiments.
For a fluorophore in a saturation limit (i.e., the increase in
laser power does not cause an increase in fluorescence in-
tensity), there is an additional effect: the decrease in fluo-
rescence lifetime causes an increase of effective cross section
for absorption, because short-lived fluorophores can now be
excited, whereas long-lived ones cannot be,

As a consequence of SIF-induced field enhancement and
decrease of lifetime, the rate of photobleaching of thoda-
mine-phalloidin-labeled actin in a myofibril placed on glass
coverslips coated with SIF decreased approximately twofold
in comparison with that of myofibrils placed on uncoated
coverslips (3). The price of the reduction in bleaching,
however, was a loss of optical resolution and loss of non-
uniformity of illumination, because SIF refracted the exciting
and fluorescent light, and because nanoparticles were .dis-

doi: 10.1529/biophys;j.108.130799
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Microbes are not only extremely social but also extremely discerning about whom they
socialize with. Recent research has uncovered some of the evolutionary explanations behind
these feats of social sophistication in bacteria (Ackermann et al., 2008; Diggle et al., 2007) and,
most recently, has provided insights into the molecular mechanisms of discrimination in yeast

(Smukalla et al., 2008).

Cooperative acts ranging from minor help to marked self-sac-
rifice are seen in all corners of biology, from microbes to man.

Given the presence of “freeloading cheaters,” why is it that-

cooperative behaviors persist? Following the pioneering work
of Hamilton (1964), a consensus has emerged that coopera-
tive behaviors evolve and are maintained through a mix of self-

interest and nepotism, which maximizes an individual’s inclusive -

fitness, that is, the reproductive success of an individual and its
close relatives. Cooperation may be self-interested if it directly
benefits the actor as well as the recipients (for instance, increas-
ing the success of one’s own group). More extreme forms of
cooperation—for example, altruistic cooperation where individ-
uals experience a direct fitness cost in helping others—may be
favored because the behavior helps recipients who are likely to
share the altruistic gene (Hamilton, 1964). In other words, natural
selection will cause a gene to spread if it confers an advantage
on the individual in which the gene is present, as well as if it con-
fers an advantage on other individuals with the same gene. But
for this latter process to operate, altruistic acts must be prefer-
entially directed toward other altruists, The most common sce-
nario is that altruism is expressed blindly to neighbors, who will
tend to be relatives (with an overrepresentation of similar genes)
due simply to population viscosity (there is not complete mix-
ing of individuals within the population) (Hamilton, 1964). A more
complex scenario involves active processes of kin recognition
and discrimination. However, this is not a perfect system as kin
. may still be “cheaters” that lack the vital gene for altruism.

Hamilton (1964) realized that one foolproof way to avoid
wasting help on cheaters is for an individual to clearly display
an altruistic or social gene and to recognize directly the same
gene in others, rather than relying on proxy identifiers such as
location or kinship. An individual social gene displays itself and
enables recognition of the same gene in others, thus ensuring
that help is only conferred on individuals expressing that gene.
Richard Dawkins (1976) popularized this notion as the “green
beard” gene: a gene that can be recognized externally because
it confers a green beard on its carrier, ensuring that only green-
bearded individuals are helped.

Hunting for Green Beard Genes

Green beard genes remained a plausible thought experiment
until a remarkable empirical example was reported by Keller
and Ross (1998): They discovered a gene cluster linked to the
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display and discrimination of identity in red fire ants. Next, Quel-
ler et al. (2003) identified an even tighter association between
display, discrimination, and social traits in the first clear docu-
mentation of a single green beard gene in the slime mold Dic-
tyostelium discoideum. When food is plentiful, Dictyostelium
amoebae lead a single-celled, individualistic life of consump-
tion and (asexual) reproduction. However, once starvation
arrives they aggregate to form multicellular assemblies, replete
with complex signaling mechanisms, division of labor, and
individual sacrifice. The multicellular slugs differentiate into a
sacrificial stalk, on top of which sit the lucky spores, which can
then hitch a ride on invertebrates to potentially more favorable
destinations. Queller et al. (2003) demonstrated that a single
gene is responsible for holding nonstalk-forming “cheaters” at
bay, by controlling entry to the spores. The csaA gene encodes
a cell adhesion protein anchored in the cell membrane (the
discernable green beard), which binds to homologous adhe-
sion proteins (discrimination), building a multicellular aggre-
gate preferentially of csaA carriers (targeted cooperation). This
simple mechanism highlights the ability of microbes to harness
molecular tricks to build sophisticated social behaviors (Fos-
ter et al., 2007), raising the possibility that these feats may be
more common in microbes than previously suspected. Indeed,
the bacterium Proteus mirabilis will only form motile swarms
with those of the same strain. Although the molecular mecha-
nism behind this recognition has not yet been fully deduced, a
set of genes required for the recognition of “like” cells has been
identified in P. mirabilis (Gibbs et al., 2008).

A Discriminating Yeast

The latest addition to the green beard gene stable, as Smukalla
et al. (2008) report in this issue of Cell, appears in an unex-
pected microbe, the budding yeast Saccharomyces cerevisiae.
Most strains of S. cerevisiae display an aggregating response
to environmental stress called flocculation. Smukalla et al.
(2008) now reveal that the expression of a single gene, FLO1,
restores flocculation to a laboratory strain of S. cerevisiae,
$288C, generating, at an individual cost, a social protection for
§288C yeast within the aggregate (floc) against diverse envi-
ronmental stresses such as ethanol and fungicides. But what
about the potential for nonexpressing flo? cells to act as cheat-
ers, exploiting the protection of established aggregates without
paying the cost associated with FL01 expression? Smukalla et
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SUMMARY

Central to the transcriptional control of the Escheri-
chia coli heat shock regulon is the stress-dependent
inhibition of the 62 subunit of RNA polymerase by
reversible association with the DnaK chaperone, me-
diated by the DnaJ cochaperone. Here we identified
two distinct sites in 62 as binding sites for DnaK
and Dnad. DnaJ binding destabilizes a distant region
of 6% in close spatial vicinity of the DnaK-binding
site, and DnaK destabilizes a region in the N-terminal
domain, the primary target for the FtsH protease,
which degrades ¢*2 in vivo. Our findings suggest
a molecular mechanism for the DnaK- and DnadJ-
mediated inactivation of 6°2 as part of the heat shock
response. They furthermore demonstrate that DnaK
and DnaJ binding can induce conformational
changes in a native protein substrate even at distant
sites, a feature that we propose to be of general rele-
vance for the action of Hsp70 chaperone systems.

INTRODUCTION

The heat shock response is an evolutionary conserved protective
mechanism of cells against stress-induced damage of proteins.
In E. coli, this response is mediated by the rpoH gene product,
the heat shock transcription factor ¢®2, that binds as an alterna-
tive ¢ subunit to the RNA polymerase (RNAP) core enzyme and
targets it to the promoters of heat shock genes (Bukau, 1993;
Gross, 1996; Yura and Nakahigashi, 1999). Stress-dependent
changesin heat shock gene expression are mediated by changes
in the activity and stability of c®2. In cells growing at 30°C, ¢°2

rapidly degraded (t/2 < 1 min) primarily by the membrane-bound

AAA-protease FisH, which accounts for its very low intracellular
levels (10-30 molecules per cell). Upon temperature upshift
from 30°C to 42°C, the levels and half-life of ¢*2 increase tran-
siently (induction phase). The induction phase is followed by
a shut-off phase during which the synthesis of heat shock pro-
teins is reduced to a new steady-state level. This shut-off results
from rapid inactivation and destabilization of ¢®2 (Herman et al.,
1995; Kanemori et al., 1999; Straus et al., 1987; Tilly et al.,

1989; Tomoyasu et al., 1995).

Genetic and biochemical -evidences indicate that the major
Hsp70 chaperone in E. coli, DnaK, and its cochaperones DnaJ
and GrpE play a central role for the adjustment of the steady-state
levels of heat shock proteins and the rapid shut-off of the heat
shock response (Grossman et al., 1987; Straus et al., 1990; Tilly
et al., 1983). In vitro, 6 in its native state is recognized as a
substrate by DnaK and its cochaperone DnaJd (Gamer et al.,
1992, 1996; Liberek et al., 1992, 1995). The interaction of DnaK
with 32 is transient and controlled by DnaK’s nucleotide status.
Inthe ADP state, the affinity of DnaK to o2 is high and association
and dissociation rates are low, while in the ATP state the affinity is
low and association and dissociation rates are high (Gamer et al.,
1996; Liberek et al., 1995; Mayer et al., 2000). DnaJ binds 632 with
high affinity, and simultaneous interaction of DnaJ and o2 with
DnaK:ATP stimulates DnaK’s ATPase activity several thou-
sand-fold, leading to the tight binding of DnaK-ADP to ¢*2
(Gameretal., 1992, 1996; Laufen et al., 1999; Liberek et al., 1995).

The precise mechanism by which DnaK and DnadJ interact with

32 and regulate its activity and stability is still unclear. By screen-
ing libraries of peptides derived from many different chaperone
substrates, earlier work established the consensus motif that
DnaK and DnadJ recognize in substrates, For DnaK it is composed
of a core of five amino acids enriched in hydrophobic residues
flanked by sequences enriched in positively charged amino acids
(Rudiger et al., 1997). By screening a ¢°2-derived peptide library
for DnaK-binding sites, seven sites were identified within the o2
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SUMMARY

Signaling networks respond to diverse stimuli, but
how the state of the signaling network is relayed to
downstream cellular responses is unclear. We mod-
eled how incremental activation of signaling mole-
cules is transmitted to control apoptosis as a function
of signal strength and dynamic range. A linear rela-
tionship between signal input and response output,
with the dynamic range of signaling molecules
uniformly distributed across activation states, most
accurately predicted cellular responses. When nonli-
nearized signals with compressed dynamic range
relay network activation to apoptosis, we observe
catastrophic, stimulus-specific prediction failures.
We develop a general computational technique,
“model-breakpoint analysis,” to analyze the mecha-
nism of these failures, identifying new time- and stim-
ulus-specific roles for Akt, ERK, and MK2 kinase activ-
ity in apoptosis, which were experimentally verified.
Dynamic range is rarely measured in signal-transduc-
tion studies, but our experiments using model-break-
point analysis suggest it may be a greater determinant
of cell fate than measured signal strength.

INTRODUCTION

Changes in cell behavior are determined by an interconnected
set of proteins that actively transmit signaling information as
a network (Irish et al., 2004; Jordan et al., 2000; Pawson, 2004).
Modifications of the posttranslational state, enzymatic activity,
or total level of key proteins can act as “molecular signals”
that are relayed and interpreted to control cell function. The chal-
lenge of identifying which observed molecular signals determine
a cell response is complicated because many signaling proteins
appear to send mixed or opposing messages. For example, the
transcription factor nuclear factor-«B (NF-«B) is widely regarded
as a prosurvival protein because nuclear relocalization and DNA

binding upregulate expression of apoptosis inhibitors such as
c-IAP2, Bcl-x;, and c-FLIP (Karin and Lin, 2002). In response
to DNA-damaging agents, however, nuclear NF-xB can promote
cell death by recruiting histone deacetylases that silence antia-
poptotic genes (Campbell et al., 2004). Molecular signals can
not only change their phenotypic meaning but also the relative
importance of their message. Tumor cells, for instance, become
addicted to chronically activated mitogenic pathways that are
used only transiently in normal cells (Weinstein, 2002). Tools
that could predict or explain such context-specific roles of mo-
lecular signals would be valuable for designing better-targeted
therapies against disease (Blume-Jensen and Hunter, 2001;
Miller-Jensen et al., 2007).

Many data-driven approaches exist for grouping, separating,
or predicting outcomes on the basis of complex quantitative pat-
terns of signaling or gene expression (D’Haeseleer, 2005; Janes
and Yaffe, 2006; Noble, 2006). The problem with all of them is
that they cannot distinguish molecules that are mechanistically
linked to a phenotype from biomarkers that are correlative but
not causative (Sawyers, 2008). This difficulty can be avoided
by creating models from data sets that consist of molecular
signals with.recognized but complicated roles in the outcome
that Is to be predicted (Janes et al., 2005; Miller-Jensen et al.,
2007). The drawback is that one’s interpretation of such a model
is biased toward the recognized roles of the molecular signals
and away from more-surprising correlations with phenotype
that could indicate new mechanisms. Data-driven models often
identify hundreds of correlations in large data sets, making it
impractical to perturb each one experimentally. Thus, an addi-
tional means for filtering correlation-based hypotheses is greatly
needed.

Here, we develop a general approach, called “model-break-
point analysis,” which involves globally perturbing the measure-
ments used to build a data-driven model and then quantifying the
loss of model accuracy. We altered signaling-network measure-
ments by manipulating each molecular signal’s “dynamic range,”
defined as the responsiveness of cell outcomes to incremental
changes in signal activation. Dynamic range has been under-
studied, because signaling networks are typically measured in ei-
ther their basal (minimum) or hyperstimulated (maximum) states
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Gene expression is a fundamentally stochastic process, with randomness in transcription and
translation leading to cell-to-cell variations in mRNA and protein levels. This variation appears
in organisms ranging from microbes to metazoans, and its characteristics depend both on the
biophysical parameters governing gene expression and on gene network structure. Stochastic gene
expression has important consequences for cellular function, being beneficial in some contexts
and harmful in others. These situations include the stress response, metabollsm, development,

the cell cycle, circadian rhythms, and aging.

Introduction

Life is a study in contrasts between randomness and deter-
minism: from the chaos of biomolecular interactions to the
precise coordination of development, living organisms are
able to resolve these two seemingly contradictory aspects
of their internal workings. Scientists often reconcile the sto-
chastic and the deterministic by appealing to the statistics
of large numbers, thus diminishing the importance of any

one molecule in particular. However, cellular function often

involves small numbers of molecules, of which perhaps the
most important example is DNA. It is this molecule, usually
present in just one or few copies per cell, that gives organ-
isms their unique genetic identity. But what about genetically
identical organisms grown in homogenous environments? To
what degree are they unique? Increasingly, researchers have
found that even genetically identical individuals can be very
different and that some of the most striking sources of this
variability are random fluctuations in the expression of indi-
vidual genes. Fundamentally, this is because the expression
of a gene involves the discrete and inherently random bio-
chemical reactions involved in the production of mRNAs and
proteins. The fact that DNA (and hence the genes encoded
therein) is present in very low numbers means that these
fluctuations do not just average away but can instead lead
to easily detectable differences between otherwise identical
cells; in other words, gene expression must be thought of as
a stochastic process.

The experimental observation that the levels of gene expres-
sion vary from cell to cell is certainly not new. In 1957, Novick
and Weiner showed that the production of beta-galactosi-
dase in individual cells was highly variable and random, with
induction increasing the proportion of cells expressing the
enzyme rather than increasing every cell’s expression level
equally (Novick and Weiner, 1957). Such early studies were
hindered, however, by the lack of reliable single-cell assays of
gene expression. One of the first studies to use an expression
reporter in single cells to examine the stochastic underpin-
nings of expression variability was the pioneering work of Ko
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et al. (1990). They examined the effect of different doses of
glucocorticoid on the expression of a glucocorticoid-respon-
sive transgene encoding beta-galactosidase and found that
the cell-to-cell variability in the expression of the transgene
was surprising large. Moreover, increasing the dose led to an
increased frequency of cells displaying a high level of expres-
sion rather than a uniform increase in expression in every cell;
that is, dose dependence was a consequence of changing
the probability that an individual cell would express the gene
at a high level.

Yet, despite the potential biological consequences of ran-
dom cellular variability (Spudich and Koshland, 1976), several
years would pass before theoretical work ignited much of the
present interest in stochastic gene expression (McAdams and
Arkin, 1997; Arkin et al., 1998). They modeled gene expression
using a stochastic formulation of chemical kinetics derived by
Gillespie (1977), predicting that in some biologically realistic
parameter ranges, protein numbers could fluctuate markedly
within individual cells. They then extended their analysis to

“model the circuit underlying the decision between lysis and

lysogeny of the phage lambda, showing that stochastic effects,
in the expression of key regulators could explain why some
cells activated the lytic pathway whereas others followed the
lysogenic pathway. The notion that stochastic effects in gene
expression could have important biological implications has
motivated much research in the field and has only recently
been explored experimentally.

Since this early research, the study of stochastic gene
expression has blossomed Into a rich field, with researchers
from a diverse set of backgrounds working on a wide range °
of problems. The field is also notable for its strong interplay
between theory and experiment, with many sclentists making
significant contributions to both. In this review, we will describe
these researchers’ efforts to characterize the underlying phe-
nomenon through a host of organisms using a variety of exper-
imental and theoretical methods. We will then highlight some
recent endeavors trying to tie stochastic gene expression to
biological phenomena.
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SUMMARY

The organization of the Escherichia coli chromosome
into insulated macrodomains influences the segre-
gation of sister chromatids and the mobility of chro-
mosomal DNA. Here, we report that organization of
the Terminus region (Ter) into a macrodomain relies
on the presence of a 13 bp motif called matS re-
peated 23 times in the 800-kb-long domain. matS
sites are the main targets in the E. coli chromosome
of a newly identified protein designated MatP. MatP
accumulates in the cell as a discrete focus that coloc-
alizes with the Ter macrodomain. The effects of MatP
inactivation reveal its role as main organizer of the
Ter macrodomain: in the absence of MatP, DNA is
less compacted, the mobility of markers is increased,
and segregation of Ter macrodomain occurs early
in the cell cycle. Our results indicate that a specific
organizational system is required in the Terminus re-
gion for bacterial chromosome management during
the cell cycle.

INTRODUCTION

The large size of genomes compared to cellular dimensions im-
poses extensive compaction of chromosomes compatible with
DNA metabolism during replication, transcription, and segrega-
tion. Compaction of the chromosome results in the formation of a
structure called the nucleoid. Work performed in different bacte-
ria has revealed a number of processes involved in bacterial DNA
‘condensation and organization; they include unrestrained DNA
supercolling, formation of a chromatin-like structure through
the interaction of nucleoid-associated proteins (NAPs) with DNA,
condensation by structural maintenance of chromosomes (SMC)-
like proteins, and macromolecular crowding (Thanbichler and
Shapiro, 2006). Cytological analyses have revealed that bacterial
circular chromosomes are organized with a specific disposition
within growing cells that preserves the linear order of loci in the

DNA (Viollier et al., 2004; Nielsen et al., 2006b; Wang et al.,
2006). In E. coli, cytological (Niki et al., 2000) and genetic (Valens
et al., 2004) analyses based on long distance DNA interactions
revealed a structuring process that spatially insulates large re-
gions of the chromosome called macrodomains (MDs). Collisions
between DNA sites belonging to different MDs occur at low fre-
quency, and two particular regions, called nonstructured (NS)

_regions, can interact with both flanking MDs (Valens et al.,

2004). The Ori MD containing oriC is centered on migS, a centro-
mere-like site involved in bipolar positioning of oriC (Yamaichi
and Niki, 2004). Opposite the Orl MD, the Ter MD containing
the replication terminus is centered on the chromosome dimer
resolution site dif. The Ter MD Is flanked by the Left and Right
MDs, whereas the Ori MD is flanked by the two NS regions. MD
organization was directly visualized by analysis of the positioning,
the segregation pattern, and the dynamics of markers belonging
to various MDs. Markers in MDs showed much lower mobility
than markers in NS regions (Espéli et al., 2008).

Understanding of chromosome segregation has improved
considerably in recent years (Thanbichler and Shapiro, 2006).
Replication initiates from a single origin, oriC, and progresses
bidirectionally to the terminus of replication located opposite the
origin. In E. coli, replication initiation occurs In specific replication
factories where both replisomes are colocalized. As replication
progresses, foci representing the two replisomes follow separate
paths (Bates and Kleckner, 2005; Reyes-Lamothe et al., 2008). A
colocalization step between sister chromatids of the newly dupli-
cated foci has been reported and appears to vary with growth
conditions (Sunako et al., 2001; Bates and Kleckner, 2005; Niel-
sen et al., 2006a; Adachi et al., 2008; Espéll et al., 2008). This
process seems to be more persistent for loci located near the
terminus of replication (Li et al., 2003; Bates and Kleckner, 2005;
Espéli et al., 2008). The loss of colocalization occurs simulta-
neously at various positions on the chromosome when much
of the chromosome is replicated (Bates and Kleckner, 2005;
Espéli et al., 2008).

The mechanisms responsible for structuring the chromosome
in MDs are largely unknown. A likely model postulates that inter-
nal organization of the different MDs involves recognition of a
domain-specific repeated motif by a protein that would isolate
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SUMMARY

The budding yeast, Saccharomyces cerevisiae, has
emerged as an archetype of eukaryotic cell biology.
Here we show that S. cerevisiae is also a model for
the evolution of cooperative behavior by revisiting
flocculation, a self-adherence phenotype lacking in
most laboratory strains. Expression of the gene
FLO1 in the laboratory strain S288C restores floccu-
lation, an altered physiological state, reminiscent of
bacterial biofilms. Flocculation protects the FLO7
expressing cells from multiple stresses, including
antimicrobials and ethanol. Furthermore, FLOT" cells
avoid exploitation by nonexpressing flo71 cells by
self/non-self recognition: FLOT" cells preferentially
stick to one another, regardless of genetic related-
ness across the rest of the genome. Flocculation,
therefore, is driven by one of a few known “green
beard genes,” which direct cooperation toward other
carriers of the same gene. Moreover, FLO1 is highly
variable among strains both in expression and in se-
quence, suggesting that flocculation in S. cerevisiae
is a dynamic, rapidly evolving social trait.

INTRODUCTION

Since Darwin, evolutionary biologists have been troubled by
cooperative behavior. Darwin systematically identified the phe-
nomena that were the greatest challenge to his ideas. Coopera-
tion was, and remains (Pennisi, 2005), one of these: “/f it could be
proved that any part of the structure of any one species had been
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formed for the exclusive good of -another species, it would
annihilate my theory, for such could not have been produced
through natural selection” (Darwin, 1859). Cooperation is a prob-
lem for evolution by natural selection because individuals are
predicted to act in a way that maximizes their personal reproduc-
tion. Costly behaviors that invest in a common good, therefore,
are expected to be disrupted by so-called “cheaters” that save
on the cost of cooperation but reap in the benefits of the invest-
ment of others. Such cheaters will be fitter than cooperators and
take over the population, ultimately resulting in the loss of the
cooperative behavior.

Why then do organisms frequently evolve behaviors that help
others? For example, honeybee workers labor their whole life
without reproducing, birds make alarm calls, and humans often
help one another. This fundamental question has received con-
siderable attention over the last 50 years with the development
of the field of sociobiology. Following the work of Hamilton
(1964), it is now widely accepted that cooperative behaviors
evolve because they directly help the actor alongside any recip-
ients, or they help individuals who share more alleles with the
actor than predicted by chance (genetic relatedness), or both
(Dawkins, 1976; Hamilton, 1964; Queller, 1984; West et al.,
20086). In extreme cases, therefore, cooperators can successfully
transmit their genes by helping another individual that carries
these alleles, as occurs when near-sterile honeybee workers
help their mother to reproduce. Typically, it is assumed that the
correlation in genotype among individuals is generated by family,
as is the case for sister workers in the social insects. However,
Hamilton also engaged in a thought experiment, in which he pro-
posed that cooperation is also possible if asingle gene that drives
the tendency to cooperate can also preferentially direct cooper-
ation to other carriers of the gene. Such a (hypothetical) gene was
later named a “green beard gene” by Dawkins, the green beard
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SUMMARY

Aminoglycoside antibiotics, such as gentamicin and
kanamycin, directly target the ribosome, yet the
mechanisms by which these bactericidal drugs in-
duce cell death are not fully understood. Recently,
oxidative stress has been implicated as one of the
mechanisms whereby bactericidal antibiotics kill bac-
teria. Here, we use systems-level approaches and
phenotypic analyses to provide insight into the path-
way whereby aminoglycosides ultimately trigger
hydroxyl radical formation. We show, by disabling
systems that facilitate membrane protein traffic,
that mistranslation and misfolding of membrane pro-

teins are central to aminoglycoside-induced oxidative

stress and cell death. Signaling through the envelope
stress-response two-component system is found to
be akey player in this process, and the redox-respon-
sive two-component system is shown to have an as-
sociated role. Additionally, we show that these two-
component systems play a general role in bactericidal
antibiotic-mediated oxidative stress and cell death,
expanding our understanding of the common mecha-
nism of killing induced by bactericidal antibiotics.

INTRODUCTION

Aminoglycosides, such as kanamycin and gentamicin, are
a powerful class:of bactericidal antibiotics that target the 30S
subunit of the ribosome (Davis, 1987). The aminoglycoside fam-
ily of antibiotics falls into the larger aminocyclitol group of 30S
ribosome inhibitors, which also includes the bacteriostatic anti-
biotic spectinomycin. Protein mistranslation through tRNA mis-
matching is one of the hallmark phenotypes separating the bac-
tericidal aminoglycosides from the other classes of ribosome
inhibitors, including spectinomycin, which are bacteriostatic
against Escherichia coli (E. coli) (Davis, 1987; Weisblum and Da-
vies, 1968). Other phenotypes associated with aminoglycoside

uptake and lethality include changes in membrane potential
and permeability (Bryan and Kwan, 1983; Taber et al., 1987).

The lethal mode of action of aminoglycosides is thought to be
due to either insertion of misread proteins into the inner mem-
brane of E. coli (Bryan and Kwan, 1983; Davis et al., 1986) or ir-
reversible uptake of aminoglycosides leading to complete inhibi-
tion of ribosome function (Davis, 1987); however, it is still unclear
how this latter proposed mechanism contributes to aminoglyco-
side-mediated killing (Vakulenko and Mobashery, 2003). It has
also been suggested that the mechanism of aminoglycoside-
induced lethality is a function of more than ribosome inhibition
and may be due to.inhibition of multiple cellular targets (Han-
cock, 1981). In addition, there is a correlation between abnormal
protein synthesis, such as mistranslation, and protein carbonyl-
ation, a form of oxidative stress (Dukan et al., 2000).

We have proposed that bactericidal antibiotics, including ami-
noglycosides, induce reactive oxygen species formation, which
contributes to drug-mediated cell death (Kohanski et al., 2007).
In this proposed model, bactericidal antibiotics perturb metabo-
lism and respiration, leading to increased superoxide production
and release or exposure of ferrous Iron, which interacts with en-
dogenous hydrogen peroxide to form lethal hydroxyl radicals
(Dwyer et al., 2007; Kohanski et al., 2007). The sequence of
events following the initial drug-target interaction that generate
an intracellular environment promoting hydroxyl radical forma-
tion remains unknown for the different classes of bactericidal
antibiotics.

In this study, we have elucidated the biological events follow-
ing aminoglycoside interaction with the ribosome that lead to re-
active oxygen species formation and contribute to cell death.
Through systems-level approaches together with phenotypic
and biochemical studies, we show that the protein translocation
machinery and the Cpx envelope stress-response two-compo-
nent system play important roles in oxidative stress-related cell
death induced by aminoglycosides. We present evidence that
the redox-responsive Arc two-component system is involved in
this event, possibly via crosstalk between the Cpx and Arc
two-component systems. Our results indicate that aminoglyco-
side-induced free radical formation is triggered by two-compo-
nent stress-response system sensing of misfolded proteins in
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Bacillus subtilis is both a model organism for basic research and an industrial workhorse, yet there are major
gaps in our understanding of the genomic heritage and provenance of many widely used strains. We analyzed
17 legacy strains dating to the early years of B, subtilis genetics. For three—NCIB 3610", PY79, and SMY—we
performed comparative genome sequencing. For the remainder, we used conventional sequencing to sample
genomic regions expected to show sequence heterogeneity. Sequence comparisons showed that 168, its siblings
(122, 160, and 166), and the type strains NCIB 3610 and ATCC 6051 are highly similar and are likely
descendants of the original Marburg strain, although the 168 lineage shows genetic evidence of early domes-
tication. Strains 23, W23, and W23SR are identical in sequence to each other but only 94.6% identical to the
Marburg group in the sequenced regions. Strain 23, the probable W23 parent, likely arose from a contaminant
in the mutagenesis experiments that produced 168. The remaining strains are all genomic hybrids, showing one
or more “W23 islands” in a 168 genomic backbone. Each traces its origin to transformations of 168 derivatives
with DNA from 23 or W23. The common prototrophic lab strain PY79 possesses substantial W23 islands at its
trp and sac loci, along with large deletions that have reduced its genome 4.3%. SMY, reputed to be the parent
of 168, is actually a 168-W23 hybrid that likely shares a recent ancestor with PY79. These data provide greater

insight into the genomic history of these B. subtilis legacy strains.

Bacillus subtilis, a model organism for gram-positive bacte-
ria, is the focus of diverse research interests in both academic
and industrial settings (54, 63, 64). One primary emphasis is
sporulation, an archetypical form of cell development (25, 58,
66). Of equal interest, however, is the production of commer-
cially attractive levels of small metabolites and enzymes (46,
57, 61). Investigations with B. subtilis benefit from the case of
its genetic manipulation (32), the wealth of available physio-
logical and biochemical data (64), and the accessibility of a
well-annotated genome sequence (40). Associated technolo-
gies are leading to a growing understanding of the proteome
(33, 39, 74), the transcriptome (43), the metabolome (51), and
the metabolic flux patterns (26, 41, 59) of this organism.

B. subtilis strains used in virtually all academic research and
many industrial processes derive from a single tryptophan-
requiring auxotroph, strain 168. Despite its central importance
to research, our knowledge of this strain’s genomic heritage is
incomplete, Strain 168 was isolated after B. subtilis Marburg
was mutagenized with. X-rays by two Yale University botanists,
Paul Burkholder and Norman Giles (15). Their experiments
showed that for both vegetative cells and spores of B. subtilis,
sublethal doses of UV or X-rays caused high frequencies of
auxotrophy among survivors, For many mutants, the auxotro-
phic requirement could be met by a single nutrient, allowing
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the “one gene-one enzyme” model previously developed for
Neurospora (8) and Escherichia coli (42) to be extended to this
gram-positive spore former as well. Soon afterwards, the Yale
group abandoned its B. subtilis studies to pursue other research
interests (24). Sadly, most of its B. subtilis collection, including
the wild-type parent, was subsequently lost. At least five mu-
tants, however—auxotrophs requiring threonine (strain 23),
nicotinic acid (strain 122), or tryptophan (strains 160, 166, and
168)—were preserved and transferred to the possession of
Charles Yanofsky. Nearly a decade later, Yanofsky provided
the mutants to John Spizizen (65), who in a landmark publi-
cation demonstrated that three of them—122, 166, and 168—
could be transformed to prototrophy when exposed to DNA
from strain 23 (65). The highly transformable strain 168 be-
came the subject of follow-up studies detailing this phenome-
non (6, 79). Strain 168 was subsequently disseminated around
the world, Researchers soon developed classical genetic meth-
ods—and later, recombinant and genomic technologies—to
elucidate the physiology and spore development of this strain,
By the mid-1970s, so many mutants had been developed from
168 that a centralized repository, the Bacillus Genetic Stock
Center (BGSC), was established to maintain them (81).
Strain 168 and its siblings are not the only legacy strains
surviving from the earliest years of B. subtilis -genetics, how-
ever. By the early 1960s, strain W23 began appearing regularly
in the literature (20, 69, 77, 78). Its origin has remained a
mystery (34). A few researchers have explicitly stated, without
citing evidence, that W23 is derived from Burkholder and Giles
strain 23 (14). The connection is not intuitively obvious, how-
ever: strain 23 requires threonine (49, 65), while W23 is pro-
totrophic and streptomycin resistant (69). Although W23 was
initially considered a wild-type equivalent to 168, it was soon
discovered that these strains differed significantly in bacterio-
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Activation of the late prespore-specific RNA polymerase sigma factor o during Bacillus subtilis sporulation
coincides with completion of the engulfment process, when the prespore becomes a protoplast fully surrounded by
the mother cell cytoplasm and separated from it by a double membrane system. Activation of o® also requires
expression of spolll], coding for a membrane protein translocase of the YidC/Oxalp/Alb3 family, and of the mother
cell-specific spollIA operon. Here we present genetic and biochemical evidence indicating that SpollITAE, the product
of one of the spolllA cistrons, and SpollIlJ interact in the membrane, thereby linking the function of the spollIJ and
spoIlI4 loci in the activation of . We also show that SpoIIIAE has a functional Sec-type signal peptide, which is
cleaved during sporulation. Furthermore, mutations that reduce or eliminate processing of the SpollIAE signal
peptide arrest sporulation following engulfment completion and prevent activation of . SpolIIlJ-type proteins can
function in cooperation with or independently of the Sec system. In one model, SpolllJ interacts with SpoIIIAE in
the context of the Sec translocon to promote its correct localization and/or topology in the membrane, so that it can
signal the activation of o® following engulfment completion, .

Two important .issues in developmental biology are how
adjacent cells communicate so that coordinated responses
emerge and how these signal transduction complexes are as-

sembled at appropriate, discrete sites within the cell. The pro-

cess of spore differentiation by the gram-positive bacterium
Bacillus subtilis provides several examples of cell-cell commu-
nication pathways that initiate in one cell and influence the
behavior of an adjacent sister cell (11, 15, 39). Sporulation
involves the cooperation between two cells formed at the onset

of the process by asymmetric division of a sporangial cell, This -

polar division produces a polar prespore, the future spore, and
an adjacent larger mother cell, a terminal cell line, which
contributes to spore morphogenesis but that lyses at its com-
pletion (11, 15, 39). The programs of gene expression in the
prespore and the mother cell are controlled by the successive
activation of cell-type-specific RNA polymerase sigma factors.
The activation of three of these development-specific sigma
factors requires signals conveyed by the adjacent cell. In this
way, close coordination between the programs of gene expres-
sion in the two cells is achieved. The activity of ¥ in the
prespore is required for activation of o™ in the mother cell,
Because activation of o is coupled to the completion of sep-
tation, activation of o™ is also coupled to this morphological
landmark (11, 15, 39).

Following activation of o', the mother cell initiates a phago-
cytic-like process whereby it engulfs the prespore, eventually
encapsulating it in a double membrane system formed by the
inner and outer prespore membranes, Upon engulfment com-
pletion, o™ is replaced by 0%, itself produced under the control

* Corresponding author. Mailing address: Instituto de Tecnologia
Quimica e Bioldgica, Universidade Nova de Lisboa, Avenida da Re-
ptiblica, Apartado 127, 2781-901 Oeiras Coclex, Portugal. Phone: 351-
21-4469521, Fax: 351-21-4411277. E-mail: aoh@itqb.unl.pt.

¥ Published ahead of print on 26 September 2008.

7786

of o*, which then controls late stages in development in the
prespore (11, 15, 39). o in turn triggers a signaling pathway
that leads to the activation of the late mother cell-specific
regulator o, which administers the final stages of develop-
ment, including lysis of the mother cell to discharge the mature
spore into the environment (11, 15, 39). Activation of ¢ does
not follows its synthesis under o™ control but depends upon
and coincides with completion of the engulfment process (re-
viewed in references 11, 15, and 39). However, the mechanism
by which o is kept inactive prior to engulfment completion
remains elusive (5, 6, 7, 13, 33, 41). Two anti-sigma factors are
known that can bind to and antagonize ¢, SpolIAB (6, 13, 22,
23, 41) and the product of the o¥-controlled csfB gene (also
called gin) (5, 8, 9, 21). However, making o refractory to the
action of SpolIAB, or deletion of c¢sfB/gin, even in a strain
where @ is insensitive to SpolIAB, does not cause its massive
premature activity prior to engulfment completion (5, 8, 13,
41). The process by which o is activated following conclusion
of the engulfment process is-also unknown, It is clear, however,
that activation of o in the engulfed prespore requires a sig-
naling pathway emanating from the mother cell and involving
the activity of o® (5, 6, 7, 8, 21, 22, 33, 41, 42, 45).

o™ directs the expression of the spollIA locus, which encodes
eight proteins predicted to be membrane associated and all of
which are required for the activation of o® (5, 16, 22, 45). The
SpolllA-encoded proteins (SpollTAA to SpolIIAH) may as-
semble into a complex that links engulfment completion to the
activation of o (2, 3, 5, 10, 19, 22, 45). Consistent with this
idea, SpoIlIAH localizes to the outer prespore membrane
through a direct interaction of its C-terminal extracellular do-
main with the extracellular domain of the inner prespote mem-
brane protein SpollQ (2, 3, 5, 10, 19, 28), which has been
implicated in the synthesis and activation of o (5, 19, 26, 37,
47). The two proteins colocalize and form discrete foci along
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1t has been shown that Escherichia coli harboring the derepressed IncFI and IncFII conjugative F plasmids
form complex mature biofilms by using their F-pilus connections, whereas a plasmid-free strain forms only
patchy biofilms. Therefore, in this study we investigated the contribution of a natural IncF conjugative F
plasmid to the formation of E. coli biofilms. Unlike the presence of a derepressed F plasmid, the presence of
a natural IncF F plasmid promoted biofilm formation by generating the cell-to-cell mating F pili between pairs
of F* cells (approximately two to four pili per cell) and by stimulating the formation of colanic acid and curli
meshwork. Formation of colanic acid and curli was required after the initial deposition of F-pilus connections
to generate a three-dimensional mushroom-type biofilm. In addition, we demonstrated that the conjugative
factor of F plasmid, rather than a pilus synthesis function, was involved in curli production during biofilm
formation, which promoted cell-surface interactions. Curli played an important role in the maturation process.
Microarray experiments were performed to identify the genes involved in curli biosynthesis and regulation. The
results suggested that a natural F plasmid was more likely an external activator that indirectly promoted curli
production via bacterial regulatory systems (the EnvZ/OmpR two-component regulators and the RpoS and
HN-S global regulators). These data provided new insights into the role of a natural F plasmid during the

development of E. coli biofilms,

Surface-attached microbial communities (biofilms) have
distinct morphological and biochemical properties that dis-
tinguish them from free-living planktonic cells (30). The
formation of a three-dimensional (3D) mushroom-type ma-
ture biofilm by Pseudomonas sp. has been described as a
stepwise process with at least four developmental stages: (i)
initial reversible attachment of planktonic bacteria to the
surface, (ii) a transition to irreversible attachment involving
specific adhesive factors and the formation of microcolo-
nies, (iif) maturation of the microcolonies into a thin film by
production of extracellular polymeric substances in an ad-
hesive matrix, and (iv) detachment of cells from the biofilm
and return of cells to the planktonic state (41).

In addition to morphological descriptions of biofilm forma-
tion, there is also increasing interest in the horizontal gene
transfer that controls biofilm formation (39). Mobile genetic
clements mediate horizontal gene transfer between bacteria in
natural habitats, These elements can be conjugative plasmids,
transposons, or bacteriophages (24). Although a laboratory
strain of Escherichia coli does not form extensive biofilms spon-
taneously, conjugative plasmid expression’promotes the devel-
opment of thick mature biofilms (18, 35). In previous studies of
E. coli hatboring a conjugative plasmid, the workers identified
IncFI and IncFII conjugative plasmids that potentially pro-

* Corresponding author, Mailing address: Graduate School of En-
gineering, Hokkaido University, Kita-13, Nishi-8, Kita-Ku, Sapporo
060-8628, Japan, Phone and fax: 81-(0)11-706-6266. E-mail: sokabe
@eng.hokudai.ac.jp.
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.asm.org/, : B
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moted formation of a 3D mushroom-type mature biofilm sim-
ilar to a Pseudomonas sp. biofilm (6, 34, 46). Notably, the
plasmids previously tested (pOX38Km, an IncFI plasmid [34];
F'traD36, an IncFI plasmid [6]; and R1drd19, an IncFII plas-
mid [46]) are classified as derepressed conjugative plasmids
which constitutively express F pili at all times (15). However,
constitutively expressed F pili are required for development of
highly organized mature E. coli biofilms (18) and support bio-
film maturation even in the absence of flagella, type 1 fimbriae,
cugli; the Ag-43 autotransport protein, or Al-2-mediated cell-
to-cell communication (34). Thesé¢ findings raise the question
of how horizontal gene transfer can promote the formation of
dense biofilms, especially via a natural IncF F plasmid, in
which F-pilus formation and the conjugative mechanism are
repressed. The mechanistic basis of the putative connection
between natural F-pilus formation and biofilm. maturation is
poorly understood. Furthermore, it is also not. known how
natural IncF F-plasmid-containing biofilms are different in
terms of ultrastructure and gene expression,

A natural IncF F plasmid that was originally obtained from
a host E. coli K-12 strain is a pioneer conjugative plasmid
belonging to the IncFI incompatibility group (15; H. Shimizu,
Y. Saitoh, Y. Suda, K. Uehara, G, Sampei, and K. Mizobuchi,
unpublished data). This plasmid is referred to as the fertility
factor (also known as F factor or sex factor) that allows bac-
teria to produce F pili necessary for bacterial conjugation. All
the sequences required for conjugative transmission (20 tra
genes) of a natural IncF F plasmid are present in the 33.3-kb
transfer region (the conjugative factor) of this 99.2-kb plasmid,
while the other 65.9 kb (the nonconjugative factor) contains a
number of other genetic sequences responsible for incompat-
ibility, replication, and other functions (27).
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Jammed Acid—Base Reactions at Interfaces
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Abstract: Using nonlinear optics, we show that acid—base chemistry at aqueous/solid interfaces tracks
bulk pH changes at low salt concentrations. In the presence of 10 to 100 mM salt concentrations, however,
the interfacial acid—base chemistry remains jammed for hours, until it finally occurs within minutes at a
rate that follows the kinetic salt effect. For various alkali halide salts, the delay times increase with increasing
anion polarizability and extent of cation hydration and lead to massive hysteresis in interfacial acid—base
titrations. The resulting implications for pH cycling in these systems are that interfacial systems can spatially
and temporally lag bulk acid—base chemistry when the Debye length approaches 1 nm.

Introduction

Interfacial acid—base processes are ubiquitous in nature,'

Physical chemistry tells us that acid—base properties at interfaces
should track acid—base properties in the bulk under equilibrium
conditions. However, charge-balancing at the interface’® as
well as the molecular environments of the bulk and the
interfacial species can shift interfacial acid—base equilibria by
multiple pK, units from their corresponding bulk solution
values.”'%~'® While a molecular-level understanding of these
dramatic effects has now emerged for equilibrium, or steady-
state conditions, their influence on the time dependence of
interfacial acid—base reactions is just beginning to be under-
stood. For instance, dynamic measurements using a surface force
balance show that, following progressively longer waiting times
after separation from contact, mica loses protons to approach
its equilibrium charge state in water via an activated process
that can be affected by the salt concentration in the surrounding
aqueous solution.'” While pH-sensitive chromophores diluted
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into surfactants at air/water interfaces have been studied as a
function of electrolyte concentration,” time delays or hysteresis
was not reported for those highly mobile two-dimensional
systems. Hysteresis, however, was observed in electroosmotic
measurements of silica capillaries'® and calorimetric bulk
equilibrium measurements on colloidal silica,'® the latter of
which can be rationalized using statistical rate theory,’
Here, we apply nonlinear optics to show that interfacial
acid—base chemistry tracks the bulk pH at low salt concentra-

“tions. In the presence of 10 to 100 mM salt concentrations,

however, the interfacial acid—base chemistry remains jammed
for hours, until it finally occurs within minutes at a rate that
follows the kinetic salt effect. For various alkali halide salts,
the delay times increase with increasing anion polarizability and
extent of cation hydration and lead to massive hysteresis in
interfacial acid—base titrations.

Experimental Section

We use a flow system (Figure 1A) described previously?'2 to
monitor the interfacial protonation state in real time and in situ
using an optical probe that is based on the “¢ method”,'? The
square root of the measured second harmonic generation (SHG)?*2+
intensity yields the SHG E-field, which depends on the interfacial
potential, produced by the interfacial charges, whose density is given
by the number density of the interfacial SiOH, SiO ™, and SiOH,*
groups (Figure 1B). For charged interfaces, the second harmonic
generation (SHG) E-field can be modeled with the familiar second-
order 1esponse to which a thud ondel term is added, accotdmg to
Esug = yPELEy — ¥PE,E,D,.'? The third-order response is given
by the product of the third-order nonlinear susceptibility, ¥, the
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Photoswitchable Nanoparticles Enable High-Resolution Cell Imaging:
PULSAR Microscopy
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Fluorescence imaging has transformed biological sciences and
opened a window to reveal biological mechanisms in real time
despite the diffraction limit restricting the optical microscope
resolution to ~300 nm. Recently, two ultrahigh-resolution fluo-
rescence microscopic techniques have circumvented the diffraction
limit by stochastically photoswitching fluorophores on and off,!™*
The current selection of photoswitchable fluorophores for such high-
resolution imaging techniques are extremely limited, and the
photoswitching mechanisms have not been well studied, Two
methods were reported: photoactivatable fluorescence protein (PFP)
and a pair of Cy3 and Cy5 dyes in close proximity. However, the
PFP is much larger than dye molecules, and Cy3—CyS pairs suffer
from stringent requirements that the environments must be oxygen
free, These will limit their cellular imaging applications. Thus, new
photoswitchable fluorophore development becomes critically im-
portant to apply such ultrahigh-resolution microscopy broadly.”

The ideal photoswitchable probe should integrate high brightness,
low molecular weight, and flexible chemical modifications into a
single molecule so that it will easily adapt to the cellular
environment. In this paper, spiropyran derivatives having the desired
characteristics are presented as the excellent photoswitchable
fluorophores. Using such a fluorophore, we have achieved photo-
actuated unimolecular logical switching attained reconstruction
(PULSAR) microscopy, with resolution down to 10—40 nm, far
beyond the diffraction limit. Herein, we observe nanostructures on
glass surfaces and cellular organelles in fixed cells, which cannot
be resolved by conventional fluorescence microscopy. Spiropyran
requires no special treatment to cells and can be readily modified
using chemical functional groups for specific targeting.%’

Unlike the photoactivatable green fluorescent protein and the
Cy3—CyS5 pair in very close proximity, the spiropyran—merocyanine
photoswitching mechanism and photochemically induced structures
are well understood (Figure la). 7' The spiropyran form has
negligible visible absorption and consequently no fluorescence under
visible excitation (Figure 1b). Its ring-opened form merocyanine,
however, absorbs strongly at 570 nm and emits vivid red fluores-
cence (665 nm) in hydrophobic nanoparticle cores (Figure 1b).%7
UV illumination induces the spiropyran-to-merocyanine conversion
and switches on fluorescence; visible photoexcitation of the
merocyanine accelerates the back conversion and returns the
photoswitching dye into the off state. Such desired fluorescence

photoswitching properties will enable nanometer-resolution PUL- .

SAR microscopy provided that spiropyran/merocyanine dyes have

a high emission rate, long photobleaching time, qualified emitted

photon count, and efficient photochemical switching,
Accordingly, the single-molecule photophysics of merocyanine

. was studied first, Spin-coating dilute spiropyran and poly (methyl

T Pacific Northwest National Laboratory.
* Washington State University.
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Figure 1. (A) Spiropyran (spiro-form) and merocyanine (mero-form) were
polymerized into-the hydrophobic cores of polymer nanoparticles, and thus
their photochemical conversion occurs within isolated protected nanopar-
ticles. (B) The optical absorption (left and bottom axes) of spiro- (black)
and mero-form (red) and fluorescence spectra (bottom and right axes) of
the spiro- (black) and mero-form (red) are plotted against the wavelength,
(C and D) Two typical single-molecule intensity trajectories illustrate that
the photoswitching dye in its emissive state; merocyanine behaves very
much like normal high-quantum yield dyes such as rhodamine. (E) The
photobleaching time histogram reveals that the photobleaching reaction
follows first-order kinetics. (F) The histogram of total detected photon
displays the number of photons detected from each individual molecule
and such emission occurrence,

methacrylate) in dichloromethane resulted in thin films containing
isolated photoswitchable dyes. Next, UV illumination converted
the spiropyran dye to the merocyanine fluorophore. The detected
merocyanine photons produce an emission rate of several kHz under
0.6 kW/cm? excitation, comparable to other high-quantum yield
dyes such as rhodamine and strong enough for single-molecule
studies." )

Figure 1c and d display two representative fluorescence intensity
trajectories from 100 photoswitchable individual merocyanine
molecules, and the trajectories exhibit typical single molecule
signatures such as intensity blinking and one-step photobleaching.
Permanent merocyanine photobleaching is evident. In Figure lc

~and d, the molecules were bleached at 10.2 s and at 4.2 s,

respectively. Moreover, Figure le reveals the mieasured photo-
bleaching times in a histogram, which yields an average photo-
bleaching time of 47 s. The histogram exponential decay suggests
that photobleaching obeys first-order kinetics w1th a rate constant
of ~0.02 57",

The total number of photons that one molecule can emll before
photobleaching is an important photophysical property because it
determines the ultimate spatial resolution of the PULSAR imaging

J. AM. CHEM. SOC. 2008, 130, 15279-15281 m 15279
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Coarse-grained kinetic Monte Carlo models: Complex lattices,
multicomponent systems, and homogenization at the stochastic level

Stuart D. Collins, Abhijit Chatterjee,a) and Dionisios G. Vlachos®
Department of Chemical Engineering, University of Delaware, Newark, Delaware 19716, USA

(Received 2 July 2008; accepted 30 September 2008; published online 10 November 2008)

On-lattice kinetic Monte Carlo (KMC) simulations have extensively been applied to numerous
systems, However, their applicability is severely limited to relatively short time and length scales,
Recently, the coarse-grained MC (CGMC) method was introduced to greatly expand the reach of the
lattice KMC technique. Herein, we extend the previous spatial CGMC methods to multicomponent
species and/or site types. The underlying theory is derived and numerical examples are presented to
demonstrate the method. Furthermore, we introduce the concept of homogenization at the stochastic
level over all site types of a spatially coarse-grained cell. Homogenization provides a novel
coarsening of the number of processes, an important aspect for complex problems plagued by the
existence of numerous microscopic processes (combinatorial complexity). As expected, the
homogenized CGMC method outperforms the traditional KMC method on computational cost while
retaining good accuracy. © 2008 American Institute of Physics. [DOI: 10.1063/1.3005225]

INTRODUCTION

Traditional kinetic Monte Carlo (KMC) simulations
have enjoyed impressive success in the engineering and
computational scientific community due to their ability to
capture, among others, noise, out-of-equilibrium processes,
and complex particle interactions.”™® The KMC method al-
lows the simulation of spatial heterogeneous systems with
nanoscopic variation, However, many systems are too com-
putationally demanding for KMC simulation due to multiple
reasons, KMC simulations are capable of capturing roughly
10*-10° Iattice points (from 100 X 100 to 1000 X 1000 nm?,
assuming a lattice constant of 1 nm), putting many systems
of interest with correlation lengths -at or above the microme-
ter range out of reach. Long time scale events, such as pat-
tern formation and aggregation, are also often intractable by
KMC simulation.”™" Diffusion-controlled systems pose a
particular difficulty for KMC simulation due to the hydrody-
namic slowdown from the overwhelming number of small
diffusion jumps that must be simulated.'” Calculating long-
distance interactions consumes a large fraction of CPU time.
Finally, systems with large reaction networks involve too
many individual processes for KMC to track, store, and
search through. This problem, termed as combinatorial com-
plexity in this paper, arises in many applications. Examples
include biology, due to the huge number of conformations
proteins can take," !5 and epitaxy of metals, due to numer-
ous diffusion barriers arising from different local atomic
environments,'*!?

" To extend the capabilities of the KMC method to longer
time and length scales, the coarse-grained MC (CGMC)

method has recently been devclopeds] 21820 1 our ap-
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proach, neighboring microscopic sites are grouped together
into “coarse-grained” (CG) cells and a closure is applied at
the stochastic level to resident atoms or molecules (here after
termed adparticles) to describe their distribution in the
cell. > Tn the simplest closure; the local mean-field
(LMF) approximation, adparticles within cells are assumed
to be well mixed.'>! 90 Other closures are explored in Ref.
21 and strong interactions in Ref, 22 The adparticles of each
cell are then allowed to interact with, react with, and diffuse
to nearby cells.

The CGMC method efficiently addresses many of the
stated weaknesses of the traditional KMC method. First, the
grouping of microscopic sites simply reduces the number of
lattice nodes to be individually tracked and the number of
processes to be simulated. Second, as the size of the CG cells
increases, the interaction potential length (relative to the CG
lattice constant) shrinks, leading to a much faster calculation
of the coarse interaction potential, Third, simulated diffusion
jumps are much larger, overcoming (in part) the hydrody-
namic slowdown in diffusion-controlled systems,

Previous CGMC simulations have focused on uniform
surfaces comprised of a single type of microscopic site with
a single type of adpartlcle In this paper, we extend our pre-
vious CGMC method®"*® to an arbitrary number of site
types and/or adparticle species. Lattice-based simulations of
multiple site type and adparticle species systems have been
performed previously using a MF estimate.”® This extension
allows CGMC to be applied to a much wider range of sys-
tems of interest, such as catalytic reaction systems24 (where
various site types may represent different elements or lattice
positions), diffusion on surfaces and in nanoporous
materials,*?* and biological signalingm‘28 (where site types
may represent distinct areas of a cell membrane), In order to
overcome the problem of combinatorial complexity, the con-
cept of homogenization at the stochastic level is introduced.

The organization of this paper is as follows. First, the

© 2008 American Institute of Physics
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We describe a single microfluidic device and two methods for the passive storage of aqueous drops in
a continuous stream of oil without any external control but hydrodynamic flow. Advantages of this
device are that it is simple to manufacture, robust under operation, and drops never come into contact
with each other, making it unnecessary to stabilize drops against coalescence. In one method the
device can be used to store drops that are created upstream from the storage zone. In the second
method the same device can be used to simultaneously create and store drops from a single large
continuous fluid stream without resorting to the usual flow focusing or T-junction drop generation
processes. Additionally, this device stores all the fluid introduced, including the first amount, with zero
waste. Transport of drops in this device depends, however, on whether or not the aqueous drops wet
the device walls. Analysis of drop transport in these two cases is presented. Finally, a method for
extraction of the drops from the device is also presented, which works best when drops do not wet the
walls of the chip.

Introduction

In microfluidics, drops are considered as “micro-reactors”, as each drop can be the site of an
independent experiment.:= Distinct processing steps include formulation, drop creation and mixing of
the contents of the drop. This paper will focus on related subsequent steps: on-chip drop storage and
extraction, which are useful for the class of devices where drop processing occurs on-chip.

Drop formulation and drop creation, which are conceptually distinct steps, are often intimately
related. In this paper drops will always be an aqueous phase while an immiscible oil will be the
continuous phase. Popular techniques for continuous drop generation are “flow focusing™ and the
T-junction”® where the flow of water solution is cut by a flow of oil. These two methods allow drop
production at a frequency as high as tens of kiloHertz, but have several shortcomings. One is that
formulation is limited to gradual composition variations in successive drops.2 A second shortcoming is
that there is a start-up time before the flows are steady enough to produce drops of the desired size
and frequency and thus it is inevitable that some solution is wasted. Mixing the drop's contents is
achieved by chaotic advection when the drop passes around a corner.2 An alternate approach to
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‘Non-random segregation of sister chromosomes in

Escherichia coli

Martin A. White', John K. Eykelenboom®, Manuel A. Lopez-Vernaza', Emily Wilson' & David R. F. Leach’

It has long been known that the 5’ to 3" polarity of DNA synthesis
results in both aleading and lagging strand at all replication forks',
Until now, however, there has been no evidence that leading or
lagging strands are spatially organized in any way within a cell.
Here we show that chromosome segregation in Escherichia coli is
not random but is driven in a manner that results in the leading
and lagging strands being addressed to particular cellular destina-
tions. These destinations are consistent with the known patterns
of chromosome segregation®?, Our work demonstrates a new level
of organization relating to the replication and segregation of the
E. coli chromosome.

Prokaryotic cells were long considered to be featureless until recent
advances in imaging revealed an array of internal structures-and sub- -
cellular organizations®, One such example is the nyclear architecture
of E. colj, where the domains of the left and right chromosome arms
occupy distinct cellular locations?. During replication, these domains.
are progressively segregated by an unknown mechanism that results in

translational symmetry of the chromosome arms (known as ;eph— .

chores)*?. Counter-intuitively, to obtain this translational symmetry
there must be mirror symmetry in the segregation of the leading and
lagging strands of the two replication forks (Fig. 1A). This leads to
three possible situations. Either the two lagging strands of replication
are positioned at mid-cell while the leading strands migrate to the cell

poles; the two lagging strands migrate to the cell poles while the

leading strands are positioned at mid-cell; or a random combination
of these two segregation patterns occurs within the population. The
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Figure 1| Distinguishing leading and lagging strands. A, Cartoon
demonstrating how mirror symmetry of leading and lagging strands
accounts for translational symmetry of sister chromosomes, Aa, Segregation
of leading strands towards the cell poles and of lagging strands towards mid-
cell. Ab, Segregation of lagging strands towards the cell poles and of leading
strands towards mid-cell. B, SbcCD cleaves a DNA hairpin formed by the
palindrome on the lagging strand of replication, and the broken
chromosome is degraded in a recA™ mutant,

specific hypothesis that leading strands segregate to cell poles has been
proposed®®to explain the preponderance of highly expressed genes on
the leading strands of the left (L) and right (R) replichores’. However,
no evidence for or against this has yet been presented,

To distinguish these three possibilities, we designed a construct
(Supplementary Fig. 1) that would allow us specifically to visualize a
locus on the right replichore (lacZ) that was replicated on the leading
strand of the replication fork (Rye,q). This is accomplished by indu-
cing SbcCD-mediated palindrome cleavage® in a recA™ mutant that
has the palindrome flanked upstream by an array of tetO sites and
downstreain by.an array of lacO sites, These arrays are visualized by
fluorescence microscopy upon the binding of TetR—yellow fluor-

-escent protein (YFP) and Lacl-cyan fluorescent protein (CFP),

respectively, and allow us to follow the cellular position of the
chromosomal region containing the palindrome as it is replicated
and seglegated This is visible as a twin YEP-CFP spot, demonstrat-
ing the presence of DNA on both sides of the palindrome. Induction
of SbeCD results in the specific cleavage of the palindrome that was
replicated on the lagging strand® (Rjag) by formation of a DNA
hairpin®, In a recA™ mutant the broken chromosome is degraded'®
leaving behind the intact copy of the construct located on Rieyq
(Fig. 1B). Aslong as the labelling method does not disrupt the known

pattern of chromosome segregation, then the location of only one of

the chromosome arms needs to be known for the rest to be inferred
(Fig. 1A).

The cellular position of this construct was followed during growth,
and the number of segregated copies related to cell length, In the
absence of induced double-strand breaks, 68.8% of exponentially
growing cells longer than 1.50 pm had two visibly segregated copies
of the construct. In these cells, the loci were segregated such that one
was located at mid-cell and the other at a cell pole (Fig, 2a). This

Figure 2 | Visualization of construct. E. coli cell containing; a, two

" segregated copies of the construct; b, one located at mid-cell; and ¢, one

located at a cell pole, The CFP signal is pseudocoloured green, YFP magenta.
Overlapping CEP and YFP signals appear white, Visualization of the
nucleoid in cells subjected to SbcCD-mediated palindrome cleavage for
120 min by DAPI staining (DNA, blue) (d) and mounting on gelatin (DNA,
white) (e). Scale bars, 1 pm (a-c) and 2 pm (d, e). :
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Activity motifs reveal principles of timing in
transcriptional control of the yeast metabolic network

Gal Chechik!®, Eugene Oh?, Oliver Rando?, Jonathan Weissman?, Aviv Regev* & Daphne Koller!

Significant insight about biological networks arises from

the study of network motifs—overly abundant network
subgraphs!2—but such wiring patterns do not specify when
and how potential routes within a cellular network are used.
To address this limitation, we introduce activity motifs, which
capture patterns in the dynamic use of a network. Using

this framework to analyze transcription in Saccharomyces
cerevisiae metabolism, we find that cells use different timing
activity motifs to optimize transcription timing in response to
changing conditions: forward activation to produce metabolic
compounds efficiently, backward shutoff to rapidly stop
production of a detrimental product and synchronized
activation for co-production of metabolites required for the
same reaction. Measuring protein abundance over a time
course reveals that mRNA timing motifs also occur at the
protein level. Timing motifs significantly overlap with binding
activity motifs, where genes in a linear chain have ordered
binding affinity to a transcription factor, suggesting a
mechanism for ordered transcription. Finely timed
transcriptional regulation is therefore abundant in yeast
metabolism, optimizing the organism’s adaptation to new
environmental conditions. '

® Cellular processes are mediated through intricate networks of inter-

acting molecules, whose local'™ and global®® topology has been
intensively studied. Analysis of network wiring patterns has revealed
network motifs—local sets of interaction patterns that occur signifi-
cantly more often than expected by chance and potentially reflect the
functionality of the complex network, However, whereas such network
motifs correspond to the static wiring of the network, networks are
used dynamically and adapt to external conditions and internal states
in functionally distinct ways.

Such dynamic activity is particularly important in metabolic
processes, which are tightly controlled based on the cell’s environment,
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Upon a change in environmental conditions, a cell may have to rapidly
reconfigure its metabolism to produce or degrade compounds to
ensure its survival in the new environment. Fluxes through metabolic
reactions are controlled by enzymes, the activities and abundances of
which are further controlled by post-transcriptional mechanisms.
Furthermore, protein abundance is partly determined by transcrip-
tional controlS, which modifies the mRNA level of the gene through
binding of transcription factors. This complex hierarchy of regulatory
mechanisms raises questions about the individual roles and interplay
between the different regulation layers. For instance, is transcription
regulation tuned to fit the usage patterns of enzymes in the metabolic
network? Recent work argues for the predominance of hierarchical
control in the metabolic network”®, Yet the metabolic network
exhibits significant changes in transcript levels in response to
environmental perturbations, suggesting the use of transcriptional
control. Moreover, recent work on transcriptional -control of meta-
bolism identified cases of finer-grained patterns of co-regulation in
S. cerevisiae®'®, In one specific example in Escherichia coli, the genes in
a linear pathway for amino acid biosynthesis were reported to show
sequential transcriptional activation (“just-in-time” transcription)!,

We developed an analysis framework based on ‘the notion of an
activity motif (Fig. 1a) to systematically study the dynamical behavior
of such networks, Given a particular network structure (e.g., a linear
cascade of enzymes; Fig. 1b), an activity motif describes a specific
pattern of functional data, such as ordered timing of activation of the
corresponding genes (Fig. 1c(i)). Unlike network motifs, which reflect
the static wiring of the network (analogous to routes in a road
map) Y12, activity motifs reflect dynamic and functional patterns
associated with their use (analogous to traffic patterns that emerge
before, during and after rush hour). Activity motifs can be identified
by assessing the enrichment of activity patterns given the network
wiring structure,

We applied the framework of activity motifs to study the dynamics
of regulation of gene expression in the metabolic network in
S. cerevisize. Using our systematic analysis, we identified abundant
activity motifs involving timed gene expression regulation, recurring

" in different forms across many conditions. ‘We demonstrate that the

same timing behavior can be conserved in the dynamics of protein
abundance, suggesting that timing patterns in mRNA expression can
have a direct effect on the timing of metabolic processes. Finally, by
studying activity motifs in transcription factor binding affinity, we
show that evolution of quantitative transcription factor binding
affinities provides a mechanism that can underlie some of this fine-
grained control of transcription timing, Overall, the activity motif

framework allows us to systematically investigate three levels of

NATURE BIOTECHNOLOGY VOLUME 26 NUMBER 11 NOVEMBER 2008 1251




nature |
biotechnology

Raman labels

Hongjie Dai'

Several methods can detect proteins for proteomic and clinical
diagnostic applications. These include enzyme-linked immunosorbent
assays (ELISAs), fluorescence-based protein microarrays!, electro-
chemistry?, label-free optical methods®*, surface-enhanced Raman
scattering (SERS)37, microcantilevers®, quantum dots®!° and nano-
tube-!112 or nanowire-based'? field-effect transistors. Among these,
protein microarrays'#!> are the most common methods providing
high-throughput, multiplexed protein detection for a range of appli-
@cations“’w'”. Typically, undesirable background interference or

@ autofluorescence resulting from assay reagents and materials limits
the sensitivity of protein arrays based on fluorophore tags to
~1 pM'3, Increasing the sensitivity of protein detection in arrayed
format could enhance the capability of this technology for proteomics
research, Moreover, identification of soluble biomarkers for many
diseases has increased clinical demands for high sensitivity and
selectivity in protein detection to facilitate minimally invasive risk
assessment, early-stage disease diagnosis and monitoring of responses
to therapeutic interventions!®, In addition to improving detection
sensitivity, protein sensor platforms for diagnosis and research appli-
cations would benefit greatly from expanded dynamic ranges, which
allow more samples to be compared simultaneously with the same
standard set, thereby increasing throughput and reducing the quantity
of reagents required, '

At least two methodologies under development show particular
promise for highly sensitive protein detection in research and clinical
applications, Although label-free, nanowire-based transistors'3

© 2008 Nature Publishing Group http://www.nature.com/naturebiotechnology
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Protein microarrays with carbon nanotubes as multicolor

Zhuo Chen'?, Scott M Tabakman'*%, Andrew P Goodwin!, Michael G Kattah?, Dan Daranciangl,
Xinran Wang!, Guangyu Zhang!, Xiaolin Li', Zhuang Liu!, Paul J Utz?, Kaili Jiang?, Shoushan Fan® &

The current sensitivity of standard fluorescence-based protein detection limits the use of protein arrays in research and clinical
diagnosis. Here, we use functionalized, macromolecular single-walled carbon nanotubes (SWNTs) as multicolor Raman labels for
highly sensitive, multiplexed protein detection in an arrayed format. Unlike fluorescence methods, Raman detection benefits
from the sharp scattering peaks of SWNTs with minimal background interference, affording a high signal-to-noise ratio needed
for ultra-sensitive detection. When combined with surface-enhanced Raman scattering substrates, the strong Raman intensity

of SWNT tags affords protein detection sensitivity in sandwich assays down to 1 fM—a three-order-of-magnitude improvement
over most reports of fluorescence-based detection. We use SWNT Raman tags to detect human autoantibodies against proteinase
3, a biomarker for the autoimmune disease Wegener's granulomatosis, diluted up to 107-fold in 1% human serum. SWNT
Raman tags are not subject to photobleaching or quenching. By conjugating different antibodies to pure 2C and 13C SWNT
isotopes, we demonstrate multiplexed two-color SWNT Raman-based protein-detection.

demonstrate femtomolar sensitivity, this sensitivity is limited to
samples in pure water or low-salt solutions, and cannot be achieved
in serum or other physiological fluids. The second strategy, amplified
detection based upon multifunctional nanoparticles, has even greater
sensitivity!® but requires multiple reagents and is very time consum-
ing. Our methodology, based upon Raman scattering, has simpler

+ requirements, may be easily multiplexed and exhibits high sensitivity

in clinically relevant samples over the nM to fM range.

The SERS effect provides the potential for rapid, high-throughput,
sensitive protein detection, Although SERS has been applied for
immobilized protein detection by coupling small Raman-active dyes
to gold nanoparticles functionalized by ligands>S, the utility of these
sensors is limited by the weak intensities of typical Raman labels,
owing to their small Raman scattering cross-sections?®, As a result,
sensitivity is not quantitative®, or is limited to the nM range’, which
does not compare favorably with fluorescence methods. For high-
sensitivity Raman sensing with dye molecules?, long acquisition times
are needed and molecules are subject to degradation,. resulting from
laser radiation. :

In contrast, SWN'Ts are ideal labels for SERS-based protein detec-
tion. SWN'Ts have a unique one-dimensional structure and exhibit
distinct electrical and spectroscopic properties, including strong and
simple resonance Raman signatures, SWNTs possess - enormous
Raman scattering cross-sections ( ~10~2! cm? sr~! molecule™!), have
simple and tunable spectra and are more stable than other organic
Raman labels??2, Various schemes have been explored to develop
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Non-Markovian noise mediated through anomalous diffusion within ion channels
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It is evident from a wide range of experimental findings that ion channel gating is inherently stochastic. The
issue of “memory effects” (diffusional retardation due to local changes in water viscosity) in ionic flow has
been recently addressed using Brownian dynamics simulations. The results presented indicate such memory
effects are negligible, unless the diffusional barrier is much higher than that of free solute. In this paper using
differential stochastic methods we conclude that the Markovian property of exponential dwell times gives rise
to a high barrier, resulting in diffusional memory effects that cannot be ignored in determining ionic flow
through channels. We have addressed this question using a generalized Langevin equation that contains a
combination of Markovian and non-Markovian processes with different time scales. This approach afforded the
development of an algorithm that describes an oscillatory ionic diffusional sequence. The resulting oscillatory
function behavior, with exponential decay, was obtained at the weak non-Markovian limit with two distinct
time scales cotresponding to the processes of ionic diffusion and drift. This will be analyzed further in future
studies using molecular dynamics simulations, We propose that the rise of time scales and memory effects is -
related to differences of shear viscosity in the cytoplasm and extracellular matrix.

DOI: 10.1103/PhysRevE.78.041920

I. INTRODUCTION

Ton channels are transmembrane proteins that include a

pore-forming subunit that allows ions to flow between the

extracellular and intracellular and interior of a cell. The open
or closed condition of such channels may be gated by either
the transmembrane electric field, via a dipole moment sensi-
tive moiety, or via ligand interactions with “‘chemiical sens-
ing” moieties in the channel proteins. Ion' channel pores
present a narrow cross section (100 A) and define a path of
low dielectric constant actoss the membrane. When open, the
channel pore presents a rather specific ion selectivity filter
where the lines of the electric field tend to be confined to the
high dielectric interior of the pore. This paper addresses the
problem of pore selectivity.

The continuity requirement for the orthogonal component
of the electric displacement field between the interior of a
channel and membrane is given by €,Ej =¢,E, . Since the
lipid membrane has a dielectric constant €,~2, while the
dielectric constant of water is €= 80, it becomes evident that
the orthogonal component of the electric field at the mem-
brane pore boundary must be very close to zero. Indeed,
there is only a very slight penetration of the electric field into
the intetior of the phospholipid membrane. The situation,
therefore, is very similar to the expulsion of the magnetic
field by a superconductor. As an example, in a channel with
a3 A radius and a channel of length L=25 A, the barrier is
about 6kpT. Although it is quite large, it should allow ionic
conductivity. This is not too different from such conditions
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where water filled nanopores are introduced into silicon ox-
ide films, polymer membranes, etc. [1,2].

Methods ranging from molecular dynamics (MD) and
Brownian dynamics (BD) (which treat water implicitly as a
uniform dielectric continuum) to the mean-field Poisson-
Nernst Planck equation (PNP) (which treats both the ions
and water implicitly as a uniform dielectric continuum) have
been used to simulate the characteristics of ion channel phe-
nomena. While MD simulations are clearly the most accu-
rate, they are computationally very intensive [3]. Brownian
dynamics are significantly faster than MD, but because of the
dielectric discontinuities across the various interfaces, a new
solution of the Poisson equation is required for each configu-
ration of the ionic-pore profiles during permeation, The sim-
plest approach to study the ionic conduction is based on the
PNP theory [4,5]. This combines the continuity equation
with the Poisson equation and Ohm’s and Fick’s laws, PNP is
intrinsically mean field and is, therefore, bound to fail when
ionic correlations become important. -

For narrow channels, the cylindrical geometry, combined
with the field confinement, results in a pseudo one-
dimensional potential of very long range [6]. Under these
conditions the correlational effects dominate, and the mean-
field approximation fails [7]. Indeed, a recent comparison

" between the BD and the PNP showed that the PNP breaks

down when the pore radius is smaller than about two debye
lengths [8,9]. At the moment, therefore, for narrow pores it
appears that a semicontinuum (implicit solvent) BD simula-
tion is best compromised between computational load and
accuracy [10-12]. If the interaction potential between the
ions inside the channel were known, the simulation could
proceed orders of magnitude faster.

Note that though BD simulations of ion channels have
yielded suitable results, thiese studies have been confined to
the use of the Langevin equation with Markovian random

©2008 The American Physical Society




Extensive genomic copy number variation
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Recent analysis of the human and mouse genomes has revealed
that highly identical duplicated elements account for >5% of the
sequence content. These elements vary in copy number between
individuals. Copy number variations (CNVs) contribute significantly
to genetic differences among individuals and are increasingly
recognized as a causal factor in human diseases with different
etiologies. In inbred mouse strains, CNVs have been fixed by
inbreeding, but they are highly variable among strains. Within
strains, de novo germ-line CNVs can occur, leading to interindi-
vidual variation. By analyzing the genome of clonal isolates of
mouse ES cells derived from common parental lines, we have
uncovered extensive and recurrent CNVs. This variation arises
during mitosis and can be cotransmitted into the mouse germ line
along with engineered alleles, contributing to genetic variability.
The frequency and extent of these genomic changes in ES cells
suggests that all somatic tissues in individuals will be mosaics
composed of variants of the zygotic genome. Human ES (hES) cells
and derived somatic lineages may be similarly affected, challeng-
ing the concept of a stable somatic genome. '

inbred mouse strains | comparative genomic hybridization | BAC arrays

opy number variation (CNV) of DNA segments in the

human genome can involve large segments of DNA (1-5)
that occur in phenotypically normal individuals and these can be
disease-associated (6). Within an inbred mouse strain, CNVs
also occur among individuals (7, 8) and are presumed to arise de
novo by meiotic homologous recombination between nearly
identical duplicated sequences and through nonhomologous
end-joining (9-12). Although the frequency of homologous
recombination is several orders of magnitude greater than the
single-nucleotide mutation rate, many duplications contain ac-
tive genes; thus, a CNV arising de novo is expected to contribute
more phenotypic variation (on average) than single-nucleotide
alterations.

ES cell lines established from several different strains have
been the major route through which thousands of new mutations
have been established in the mouse germ line over the last 2
decades. To limit the impact of interstrain variation, the pro-
grams generating genome-wide resources of knockout alleles
(13) use ES cells from a single genetic background, C57BL6/N.
The underlying genetic stability of ES cell lines used for these
resources is critical, because the modified ES cell clones used to
establish new germ-line alleles should be genetically identical to
the parental cell lines.

Compared with other cultured cell lines, ES cells are relatively
stable. Karyotypic variants that arise, such as trisomies or loss of
the Y chromosome (14, 15), preclude germ-line transmission;
thus, they do not impact genetic studies. However, very little is
known about other types of structural variation, such as CNV,
which is likely to be compatible with germ-line transmission.

In humans, CNVs have been shown to have a meiotic origin
(16). Recently, the comparison of monozygotic twins has iden-
tified CNVs, suggesting these genome alterations also occur
during somatic development (17). Because recombination be-
tween duplicated sequences occurs at measurable frequencies in
mouse ES cells (18), it would be expected that CNVs would be

www.pnas.org/cgi/doi/10.1073/pnas.0805638105

generated de novo in ES cells in culture. Given that ES cells
undergo 30-40 mitotic divisions in vitro before resuming their
normal developmental route into the germ line, we reasoned that
ES cells may accumulate CNVs, which might be transmitted into
the mouse germ line along with targeted alleles, contributing
phenotypic variability to the analysis of mutant phenotypes.

Results

CNVs in ES Cell Clones. We examined the genomes of 50 different
ES cell clones for evidence of CNV by comparative genomic
hybridization (CGH) against BAC arrays. Given that some types
of variation may be incompatible with germ-line transmission,
and we wished to formulate an unbiased view of the extent of this
variation, we analyzed clones with confirmed and compromised
germ-line potential. To maximize the chance of discovering
independent events, the clones examined in this study were
derived from 3 different parental lines: 2 widely used lines,
AB2.2, E14, and the JMS8 line that is the basis for the EUCOMM
and KOMP mutation resource.

Of 26 clones that could not contribute to the mouse germ line,
trisomies were detected in 7 which involved chromosomes 1, 6,
8, and 11, [supporting information (SI) Fig. S1 and Tables S1 and
S2]. In 5 cases, loss of the Y chromosome was detected. These
types of aneuploidy have been observed previously, and they
explain the germ-line transmission failure of nearly half of these
ES clones. In addition to gains and losses of whole chromosomes,
14 germ-line-compromised clones exhibited subchromosomal
changes of 3- to 5-Mb intervals (deletions or duplications) (Fig.
S2 and Tables S1 and S2). These smaller genomic alterations may
directly explain the germ-line transmission failure of these
clones, or they may identify breakpoints of more substantial
structural rearrangements, such as inversions or translocations
that cannot be directly detected by CGH. In total, CGH analysis
identified genetic changes in 19 of these 26 clones.

Next, we analyzed the 24 germ-line-competent clones and, as
expected, none of these clones exhibited gains or losses of entire
chromosomes. However, 7 of these had 1- to 2-Mb deletions
and/or duplications (Table S2). Subclones derived from all 3
parental cell lines exhibited this type of variation, including 2
clonal isolates of the recently derived JM8 cell line, A total of 9
different CNVs were detected in 7 of the 24 germ-line-
transmittable ES cell clones. Five of these variants were also
detected in germ-line-compromised clones, indicating these
specific changes could not explain the germ-line transmission
failure of these clones. However, the number and size of the
variants were greater in the germ-line-compromised clones.
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The chemistrode: A droplet-based microfluidic device
for stimulation and recording with high temporal,
spatial, and chemical resolution
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Microelectrodes enable localized electrical stimulation and record-
ing, and they have revolutionized our understanding of the spa-
tiotemporal dynamics of systems that generate or respond to
electrical signals. However, such comprehensive understanding of
systems that rely on molecular signals—e.g., chemical communi-
cation in multicellular neural, developmental, or immune sys-
tems—remains elusive because of the inability to deliver, capture,
and interpret complex chemical information. To overcome this
challenge, we developed the “chemistrode,” a plug-based mi-
crofluidic device that enables stimulation, recording, and analysis
of molecular signals with high spatial and temporal resolution.
Stimulation with and recording of pulses as short as 50 ms was
demonstrated. A pair of chemistrodes fabricated by multilayer soft
lithography recorded independent signals from 2 locations sepa-
rated by 15 um. Like an electrode, the chemistrode does not need
to be built into an experimental system—it is simply brought into
contact with a chemical or biological substrate, and, instead of
electrical signals, molecular signals are exchanged. Recorded mo-
lecular signals can be injected with additional reagents and ana-
lyzed off-line by multiple, independent techniques in parallel (e.g.,
fluorescence correlation spectroscopy, MALDI-MS, and fluores-
cence microscopy). When recombined, these analyses provide a
time-resolved chemical record of a system’s response to stimula-
tion. Insulin secretion from a single murine islet of Langerhans was
measured at a frequency of 0.67 Hz by using the chemistrode. This
article characterizes and tests the physical principles that govern
the operation of the chemistrode to enable its application to
probing local dynamics of chemically responsive matter in chem-
istry and biology.

analysis | dispersion | flow | microscale | pulse

his article describes the ‘“chemistrode,” a droplet-based

microfluidic device for manipulating and observing molec-
ular signals with high spatial and temporal resolution. The
microelectrode, voltage-clamp, and patch-clamp techniques (1)
enabled stimulation and recording of electrical activity and
redox-active molecules with high resolution in both space and
time, revolutionizing our understanding of electroactive pro-
cesses from biochemistry to neuroscience (1-3). Most biological
processes, however, are fundamentally chemical rather than
electrical, relying on molecular signals to orchestrate events at
the correct time and location. Electrochemical approaches are
widely used, but not all molecules are electrochemically active,
and some electrochemically active molecules are difficult to
measure selectively in complex mixtures. The grand challenge
this article addresses is that of devising an analogue of the
electrode that operates on molecular rather than electrical or
electroactive signals.

‘Why could we not build such a system with today’s technology?
Whereas electrical signals travel through wires essentially in-
stantly and with low losses, manipulation and transport of
molecules is more challenging. First, a pulse of molecules,

www.pnas.org/cgi/doi/10.1073/pnas.0807916105

especially of small volume, rapidly disperses when transported
through a tube by laminar flow, leading to loss of concentration
and time resolution. Loss of molecules from solution by adsorp-
tion to surfaces of tubes may also occur, Therefore, methods that
rely on laminar flow to transport molecular signals, such as direct
sampling (4), push/pull perfusion (5), microdialysis (6), and
direct microinjection, have not addressed this grand challenge.
In contrast to electrical signals, molecular signals comprise
multiple, often unknown, molecular species, requiring the ability
to deliver multiple molecular species as stimuli and the ability to
analyze a pulse of response molecules by multiple techniques.
Advances in optical imaging technology, new probes and tagging
methods, and photo-controllable manipulation have enabled
observation and manipulation of many known molecular species,
but these technologies may be time consuming to develop for
each species and difficult to use for multiple or unknown species.
“Biology on a chip” microfluidics technologies (7-9) can reduce
dispersion by minimizing the distance that molecules are trans-
ported by the integration of a biological experiment with a
specific analytical method. However, this approach requires the
redevelopment and validation of the biological protocols as well
as the miniaturization and integration of disparate analytical
technologies. Recent advances in microfluidics have used mul-
tiphase flow to transport solutions reliably as discrete units
without dilution, cross-contamination, or loss of temporal res-
olution (10-19). ‘

We developed the chemistrode, a microfluidic platform that
addresses this grand challenge by providing molecular stimula-
tion and recording with high fidelity using plug-based (12)
multiphase microfluidics. [Fig. 14 and supporting information
(SI) Fig. S1]. Like the electrode, the chemistrode is simply
brought into contact with the surface under investigation, e.g., a
cell or tissue, Instead of exchanging electrical signals, molecular
signals are delivered by and captured in plugs, aqueous droplets
nanoliters in volume surrounded by a fluorocarbon carrier fluid.
The compartmentalization of these molecular signals eliminates
dispersion and loss of sample due to surface adsorption (18).

Operation of the chemistrode relies on 9 general steps (Fig. 1
A and B): (i) preparation of an array of aqueous plugs containing
an arbitrary sequence of stimuli (20, 21); (ii) delivery of the array
of stimulus plugs to a hydrophilic substrate; (i) coalescence of
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Gene expression is controlled by the action of transcription fac-
tors that bind to DNA and influence the rate at which a gene
is transcribed. The quantitative mapping between the regulator
concentrations and the output of the gene is known as the cis-
regulatory input function (CRIF). Here, we show how the CRIF
shapes the form of the joint probability distribution of molecular
copy humbers of the regulators and the product of a gene. Namely,
we derive a class of fluctuation-based relations that relate the
moments of the distribution to the derivatives of the CRIF These
relations are useful because they enable statistics of naturally aris-
ing cell-to-cell variations in molecular copy numbers to substitute
for traditional manipulations for probing regulatory mechanisms.
We demonstrate that these relations can distinguish super- and
subadditive gene regulatory scenarios (molecular analogs of AND
and OR logic operations) in simulations that faithfully represent
bacterial gene expression. Applications and extensions to other
regulatory scenarios are discussed.

gene expression | mathematical modeling | noise analysis inference |
flow cytometry

T ranscription factors regulate the expression of genes by bind-
ing to specific sites on the DNA that are typically spatially
close to, sometimes even in, sequences that code for proteins. A
group of such binding sites is collectively known as a cis-regulatory
region. When a gene processes the effects of multiple transcription
factors, one can view it as performing a computation. The inputs
are the occupancies of the binding sites in the cis-regulatory region
and the output is the rate of transcription. The simplest method of
describing the relationship between the transcription factors and
the output is by using boolean logic (1, 2). For example, 2 activa-
tors can regulate a gene with AND logic in which both are required
or with OR logic in which either transcription factor is sufficient
for transcription, Knowing which mode of combinatorial regula-
tion a gene employs can be important for determining its function
in regulatory networks. For example, the coherent feed forward
loop, one of the most common motifs in gene regulatory networks
(3), filters noise in upstream signals differently depending on how
one of the participating genes integrates its inputs (4, 5).

In general, the output of a gene will not be binary, and will
depend on the concentrations of the transcription factorsin a com-
plex manner. The notion of logic operations can be generalized by
introducing a continuous function that encodes the dependence of
the rate of transcription on the concentrations of the inputs. Such
“cis-regulatory input functions (CRIFs)” (5) have been evaluated
experimentally for the well-studied lac operon. The CRIF of the
wild type is complex (6, 7), but those of certain mutant operons
represent molecular analogs of binary logic gates (8). In higher
organisms, many genes are regulated by a large number of tran-
scription factors, often with multiple binding sites for each factor
(9-11). It is increasingly clear that the action of many such regula-
tors depends on their molecular context (12-19). Because CRIFs
are capable of encoding arbitrarily complex modes of regulation,
they will likely be even more useful for describing the control of
transcription in these systems than in the simpler prokaryotic ones.

To date, the notion of a CRIF has largely been restricted to
studying how the average rate of transcription depends on the
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average concentration of the transcription factor inputs by using
bulk measurements. However, experiments performed on single
cells reveal that because transcription factors are often present
in low copy numbers, stochastic fluctuations in the concentra-
tions of these molecules can have important consequences for
gene regulation (20-25). Although a dialog between theory and
experiment has revealed how noise enters the basic processes of
transcription and translation (26, 27) and propagates through a
cascade of genes (23, 28, 29), the relationship between combina-
torial regulation and stochastic fluctuations has received much less
attention. In particular, it is unclear how the mode of regulation
encoded in the CRIF is related to the statistics that character-
ize the distribution of protein concentrations across a population
of cells. ‘

Our approach to this area is motivated by the fact that, at
equilibrium, the fluctuations of a property of a material can be
related to the response to changes in a conjugate control parame-
ter. A well-known example is the relation between the fluctuations
in the energy of a system and its heat capacity. More generally, the
fluctuation—dissipation theorem relates fluctuations about equi-
librium to the relaxation of the system after it has been perturbed
from equilibrium (30). General fluctuation—dissipation relations
for linear (or linearized) chemical systems that relate the average
values of the chemical concentrations to the second moments can
also be derived (31) and have been applied to biological systems
(29, 32).

Here, we use a stochastic model of a gene regulated by an arbi-
trary number of transcription factors to show that logic operations
are most closely related to the derivatives of the CRIF In turn, the
derivatives can be related to higher moments of the distribution of
input and output copy numbers in analogy to molecular systems
at equilibrium. These facts suggest means for inferring regulatory
synergies from measurements that report on single cells. Using
simulations of simple constructs with reasonable parameters, we
demonstrate that the signatures of combinatorial logic should be
detectable with presently available experimental methods. This is
useful because proximity in DNA binding is not sufficient to infer
combinatorial interactions, and they cannot be readily probed by
traditional methods (e.g., knockouts) or high-throughput expres-
sion assays (e.g., microarray data). Broader implications for the
work are discussed.

Results

In this section, we develop a model of gene expression and use
it to derive a general expression relating the distribution of pro-
tein copy numbers to the derivatives of the CRIE We then illus-
trate the utility of this relationship by considering idealized logic
gates. Finally, predictions are made for an actual system to enable
validation of the theory and its assumptions.
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Gene expression is significantly stochastic making modeling of
genetic networks challenging. We present an approximation that
allows the calculation of not only the mean and variance, but also
the distribution of protein numbers. We assume that proteins decay
substantially more slowly than their mRNA and confirm that many
genes satisfy this relation by using high-throughput data from
budding yeast. For a two-stage model of gene expression, with
transcription and translation as first-order reactions, we calculate
the protein distribution for all times greater than several mRNA
lifetimes and thus qualitatively predict the distribution of times
for protein levels to first cross an arbitrary threshold. If in addition
the fluctuates between inactive and active states, we can find the
steady-state protein distribution, which can be bimodal if fluctu-
ations of the promoter are slow. We show that our assumptions
imply that protein synthesis occurs in geometrically distributed
bursts and allows mRNA to be eliminated from a master equa-
tion description. In general, we find that protein distributions are
asymmetric and may be poorly characterized by their mean and
variance. Through maximum likelihood methods, our expressions
should therefore allow more quantitative comparisons with exper-
imental data. More generally, we introduce a technique to derive a
simpler, effective dynamics for a stochastic system by eliminating
a fast variable.

intrinsic noise | bursts | master equation | adiabatic approximation

G ene expression in both prokaryotes and eukaryotes is inher-
ently stochastic (1-4). This stochasticity is both controlled
and exploited by cells and, as such, must be included in models of
genetic networks (5, 6). Here we will focus on describing intrinsic
fluctuations, those generated by the random timing of individual
chemical reactions, but extrinsic fluctuations are equally impor-
tant and arise from the interactions of the system of interest with
other stochastic systems in the cell or its environment (7, 8). Typ-
ically, experimental data are compared with predictions of mean
behaviors and sometimes with the predicted standard deviation
around this mean, because protein distributions are often dif-
ficult to derive analytically, even for models with only intrinsic
fluctuations.

We will propose a general, although approximate, method
for solving the master equation for models of gene expression.
Our approach exploits the difference in lifetimes of mRNA and
protein and is valid when the protein lifetime is greater than
the mRNA lifetime. Typically, proteins exist for at least sev-
eral mRNA lifetimes, and protein fluctuations are determined by
only time-averaged properties of mRNA fluctuations. Following
others (7, 9-11), we will use this time-averaging to simplify the
mathematical description of stochastic gene expression.

For many organisms, single-cell experiments have shown that
gene expression can be described by a three-stage model (3, 4, 12—
14). The promoter of the gene of interest can transition between
two states (10, 15-17), one active and one inactive. Such transitions
could be from changes in chromatin structure, from binding and
unbinding of proteins involved in transcription (3, 4, 12), or from
pausing by RNA polymerase (18). Transcription can only occur if
the promoter region is active. Both transcription and translation,
as well as the degradation of mRNAs and proteins, are usually
modeled as first-order chemical reactions (5).
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By taking the limit of a large ratio of protein to mRNA lifetimes,
we willstudy the three-stage model and a simpler two-stage version
where the promoter is always active. For this two-stage model, we
will derive the protein distribution as a function of time, We will
derive the steady-state protein distribution for the full, three-stage
model. We also include expressions for the corresponding mRNA
distributions (14, 16) in the supporting information (SI)Appendix.

A Two-Stage Model of Gene Expression

We will first consider the model of gene expression in Fig, 14 (9).
This model assumes that the promoter is always active and so has
two stochastic variables: the number of mRNAs and the number
of proteins. The probability of having » mRNAs and » proteins
at time ¢ satisfies a master equation:

oP,
# = VO(Pm—l,n - m,u) + Vlm(Pm,u—‘l - Pm,u)

+d0[(m + l)Pm-l-l,n - um,u]
+di [(n + 1)Pm,u+1 - an,n] [1]

with vp being the probability per unit time of transcription, v; being
the probability per unit time of translation, dy being the probabil-
ity per unit time of degradation of an mRNA, and d; being the
probability per unit time of degradation of a protein, By defining
the generating function, F(z',z), by F(z',z) = 3, , 2"2" P, We
can convert Eq. 1 into a first-order partial differential equation:

oF aF 19F
v y[b(1+u) ]au+var
where we have rescaled (19), witha = vy /d1,b = vy /dy, ¥y = dy/d1,
andt =dit,andwhereu =2z’ —landv =z — 1.

If the protein lifetime is much greater than the mRNA lifetime
and y > 1, Eq. 2-can be solved by using the method of charac-
teristics. Let » measure the distance along a characteristic which
starts'at v = 0 with u = ug and v = vy for some constant uy and
vy, then Eq. 2 is equivalent to (20)

=a’F, 2]
14

=1; ' de _ 1
(lr } : ‘1’;_” 3]
y“lil—’r‘=ﬂ—b(1+u); = WF.

Consequently direct integration 1mp11es r=v=yvge’. Fory > 1,

u(v) obeys (SI Appendix)
O LT Gy A L
u(y) (Llo 1- bVo) © “\Vo + 1—by 4
[5]

or

v
u(v) ~ b
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The expression dynamics of interacting genes depends, in part, on
the structure of regulatory networks. Genetic regulatory networks
include an overrepresentation of subgraphs commonly known as
network motifs. In this article, we demonstrate that gene copy
number is an omnipresent parameter that can dramatically modify
the dynamical function of network motifs. We consider positive
feedback, bistable feedback, and toggle switch motifs and show
that variation in gene copy number, on the order of a single or few
copies, can lead to multiple orders of magnitude change in gene
expression and, in some cases, switches in deterministic control.
Further, small changes in gene copy number for a 3-gene motif
with successive inhibition (the “repressilator”) can lead to a qual-
itative switch in system behavior among oscillatory and equilib-
rium dynamics. In all cases, the qualitative change in expression is
due to the nonlinear nature of transcriptional feedback in which
duplicated motifs interact via common pools of transcription fac-
tors. We are able to implicitly determine the critical values of copy
number which lead to qualitative shifts in system behavior. In some
cases, we are able to solve for the sufficient condition for the
existence of a bifurcation in terms of kinetic rates of transcription,
translation, binding, and degradation. We discuss the relevance of
our findings to ongoing efforts to link copy number variation with
cell fate determination by viruses, dynamics of synthetic gene
circuits, and constraints on evolutionary adaptation.

gene duplication | gene regulation | network motifs | nonlinear dynamics

COpy number variation (CNV) is an important and wide-
spread component of within and between population genetic
variation. The copy number of genes and gene fragments varies
significantly over physiological to evolutionary time scales with
multiple effects on phenotype. For example, CNV can cause
statistically significant changes in concentrations of RNA asso-
ciated with growth rate changes in bacteria (1, 2) and enzyme
concentrations associated with nutrient intake in humans (3, 4).
The copy number of viral genomes undergoes dynamical changes
during multiple infection of bacteria by phages, leading to
qualitative changes in gene regulation that may lead to alterna-
tive modes of exploitation (5, 6). The duplication of a gene can
facilitate subsequent diversification—a mechanism considered
to be a dominant cause of phenotypic innovation (7-10). In
extreme cases, whole-genome duplications have led to lineage
diversification within yeast (11). In humans, large-scale deletions
and duplications of chromosomes are known to cause severe
genetic disorders (12, 13) and are imputed in the onset of other
diseases including cancer (14, 15). Finally, multiple studies have
demonstrated that CNV in humans is far more extensive than
previously believed, although its impact on phenotype is yet to
be fully resolved (16-20).

Despite its ubiquity, CNV has been nearly universally over-
looked in quantitative models of gene regulation. In those cases
where quantitative models of CNV have been developed, the
primary focus has been on changes in the copy number itself, as
in the case of plasmid maintenance (21) and dynamics of
transposable elements (22). In some instances, gene copy num-
ber is integrated into dynamic models of regulation to account
for cell-to-cell variability of regulatory elements found on plas-

www.pnas.org/cgi/doi/10.1073/pnas.0806239105

mids (23). More commonly, recent studies have attempted to
identify statistical relations between CNV and fitness (4), pro-
tein interactions (24), or combinations of both (25). To under-
stand the progression from CNV to changes in phenotype to
changes in fitness, it seems necessary to carefully examine gene
regulation itself. The dynamics of a gene regulatory network
depends on network topology, the quantitative nature of feed-
backs and interactions between DNA, RNA and proteins, epi-
genetic modifications of regulatory elements, and the biochem-
ical state of the intracellular and surrounding environment.
Additionally, as we argue here, gene regulatory dynamics can
also depend sensitively on the copy number of genes and
promoters. For example, in synthetically designed networks,
small changes in the copy number of gene regulatory modules
have been shown to lead to qualitative changes in gene expres-
sion (26, 27). In naturally occurring networks, there may be
selection pressures on kinetic parameters such that normally
occurring levels of copy number are far from or close to the
critical threshold that would lead to a dramatic change in gene
expression.

In this manuscript, we take a quantitative approach to assess
when small changes in copy number can have a dramatic,
nonlinear effect on gene expression. We study the effect of
changing copy number within a series of small, regulatory
networks commonly referred to as “network motifs” (28). These
motifs are network subgraphs shown to be building blocks of
complex regulatory networks (29). Increasing the number of
motifs means that multiple networks are coupled together via a
common pool of transcription factors. Changes in the number of
promoter sites is directly linked to changes in the rate of
regulated recruitment, which in turn leads to changes in trans-
lation and other transcriptional feedbacks (30). We demonstrate
that small changes in gene copy number within motifs exhibiting
positive and/or negative feedback can switch the network from
one alternative steady state to another and switch gene expres-
sion to and from an oscillatory state. Thus, changes in copy
number may act as knobs within a nonlinear dynamical system
in much the same way that changes in environmental conditions
can drive expression from one steady state to another (29, 31).

Results

CNV and Network Motifs. We systematically analyze the depen-
dency of 4 network motifs, positive feedback, bistable feedback,
toggle switch, and the repressilator, on the copy number, N. The
method for analyzing each of these motifs is largely the same, and
illustrated in Fig. 1. Although N is not explicitly present in the
mathematical models presented in Fig. 1 A-D, it factors in

Author contributions; Y.M. and J.S.W. designed research; Y.M., R.Il.J., and J.5.W. performed
research; and Y.M. and J.5.W. wrote the paper.

The authors declare no conflict of interest.
This article is a PNAS Direct Submission.

1To whom correspondence may be.addressed. E-mail: yuriy.mileyko@biology.gatech.edu
or jsweitz@gatech.edu.

This article contains supporting information online at www.pnas.org/cgi/content/full/
0806239105/DCSupplemental.

© 2008 by The National Academy of Sciences of the USA

PNAS | October 28,2008 | vol. 105 | no.43 | 16659-16664

GENETICS




PHYSICAL REVIEW E 78, 041919 (2008)

Calculation of switching times in the genetic toggle switch and other bistable systems

Baruch Barzel and Ofer Biham
Racah Institute of Physics, The Hebrew University, Jerusalem 91904, Israel
(Received 24 January 2008; revised manuscript received 22 July 2008; published 28 October 2008)

Genetic circuits with feedback such as the toggle switch often exhibit bistability, namely, two stable states
with rare spontaneous (ransitions between them, These systems can be characterized by the average time
between such transitions (referred to as the switching time). However, commonly used deterministic models,
based on rate equations, do not account for these fluctuation-induced transitions. Stochastic methods, such as
the direct integration of the master equation, do account for the transitions, However, they cannot be used to
evaluate the switching time. In order to obtain the switching time, one needs to use Monte Carlo simulations.
These methods require the accumulation of statistical data, which limits their accuracy. They may become
infeasible when the switching time is long. Here we present an accurate and efficient method for the calculation
of the switching time. The method consists of coupled recursion equations for the transition times between
microscopic states of the system. Using a suitable definition of the two macroscopic bistable states (in terms of
the microscopic states) and the probabilities obtained from the master equation, the method provides the
switching time between the two states of the system, The method is demonstrated for the genetic toggle switch,
It can be used to evaluate the switching times in a broad range of bistable and multistable systems. We also
show that it is suitable for the evaluation of the oscillation periods in oscillatory systems such as the

repressilator, -

DOI: 10.1103/PhysRevE.78.041919

L INTRODUCTION .

Multistability is common in nonlinear systems with feed-
back loops, particularly those in which the overall feedback
throughout the loop is positive. A multistable system exhibits
several macroscopic states in which it may remain for a long
time. It may switch between these states either spontaneously
or as a result of an external trigger. The typical time between
spontaneous transitions is one of the essential features that
characterize a multistable system, Examples of bistable sys-
tems appear in the context of genetic regulatory networks,
which describe the interactions between genes and their
products in living cells [1]. These genes regulate each other’s

expression using- a”combination of transcriptional, post-

transcriptional and post-translational regulation mechanisms,
‘Here we focus on transcriptional regulation networks, where
transcription factor proteins bind to specific promoter sites
on the DNA and regulate the transcription of adjacent genes
[2]. In the case of positive regulation, the bound transcription
factor activates the transcription while in the case of negative
regulation the transcription is suppressed. Genetic networks
are complex and typically include thousands of genes. In
order to understand the functionality of the network in the
cell, it is useful to identify functional modules and analyze
each one of them separately [3-5]. Such network modules
are commonly simulated using rate equations which are
simple and efficient [6-9]. They consist of coupled ordinary
differential equations, which account for the temporal varia-
tions in the concentrations of molecules such as messenger

RNA (mRNA) and proteins. For fixed environmental condi- .

Llons, these equations often approach a single steady state
solution. When some control parameter is varied, a bifurca-
tion may take place, where two distinct stable solutions
emerge, Beyond the bifurcation point, the system thus exhib-
its bistability [10-13]. Within the rate equation approach,

1539-3755/2008/78(4)/041919(8)
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these two solutions are completely stable. Thus, the rate
equations do not account for spontaneous transitions, which
result from stochastic fluctuations. Such fluctuations are im-
portant in genetic circuits due to the fact that transcription
factors and their binding sites may appear in low copy num-
bers [14-18].

In order to account for the spontaneous switching events
one needs to use stochastic methods. These methods can be
implemented either by direct integration of the master equa-
tion [19-21] or by Monte Carlo (MC) simulations [22-25].
An advantage of the direct integration of the master equation
is that it provides the complete probability distribution over
the microscopic states of the system; From the moments of
this distribution one can obtain the averages and standard
deviations of the molecular concentrations as well as the
rates of biochemical reactions. However, the solution of the
master equation does not provide dynamical features such as
the switching times. In order to obtain the switching times
one must perform MC simulations and collect a sufficient
amount of statistical data, This is a difficult task because the
required simulation time increases with the switching time,

- The recently proposed forward flux sampling technique
provides a diamatic reduction in the simulation time required
for sampling these rare switching events [26]. This technique
is based on a ratchetlike mechanism. The transition path be-
tween the stable states is divided into sections and the simu-
lation is advanced across each of these sections. The statis-
tical information is then analyzed to obtain the average

"+ switching time.

In this paper we present a different method for the calcu-
lation of the switching times in bistable and multistable sys-
tems, The method is based on a set of coupled recursion
equations, which includes one equation for each mictoscopic
state of the system. The equation associated with each of the

- microscopic states provides the average time it takes the sys-

tem to get from this state to a predefined. target state. The

©2008 The American Physical Society
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The human intestinal microbiota is essential to the health of the host and plays a role in nutrition, development,
metabolism, pathogen resistance, and regulation of immune responses. Antibiotics may disrupt these coevolved
interactions, leading to acute or chronic disease in some individuals. Our understanding of antibiotic-associated
disturbance of the microbiota has been limited by the poor sensitivity, inadequate resolution, and significant cost of
current research methods. The use of pyrosequencing technology to generate large numbers of 16S rDNA sequence
tags circumvents these limitations and has been shown to reveal previously unexplored aspects of the “rare
biosphere.” We investigated the distal gut bacterial communities of three healthy humans before and after treatment
with ciprofloxacin, obtaining more than 7,000 full-length rRNA sequences and over 900,000 pyrosequencing reads
from two hypervariable regions of the rRNA gene. A companion paper in PLoS Genetics (see Huse et al., doi: 10.1371/
journal.pgen.1000255) shows that the taxonomic information obtained with these methods is concordant,
Pyrosequencing of the V6 and V3 variable regions-identified 3,300-5,700 taxa that collectively accounted for over
99% of the variable region sequence tags that could be obtained from these samples. Ciprofloxacin treatment
influenced the abundance of about a third of the bacterial taxa in the gut, decreasing the taxonomic richness, diversity,
and evenness of the community. However, the magnitude of this effect varied among individuals, and some taxa
showed interindividual variation in the response to ciprofloxacin. While differences of community composition
between individuals were the largest source of variability between samples, we found that two unrelated individuals
shared a surprising degree of community similarity. In all three individuals, the taxonomic composition of the
community closely resembled its pretreatment state by 4 weeks after the end of treatment, but several taxa failed to
recover within 6 months. These pervasive effects of ciprofloxacin on community composition contrast with the reports
by participants of normal intestinal function and with prior assumptions of only modest effects of ciprofloxacin on the
intestinal microbiota. These observations support the hypothesis of functional redundancy in the human gut
microbiota. The rapid return to the pretreatment community composition is indicative of factors promoting community
resilience, the nature of which deserves future investigation.

Citation: Dethlefsen L, Huse S, Sogin ML, Relman DA (2008) The pervasive effects of an antibiotic on the human gut microblota, as revealed by deep 16S rRNA sequencing.
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16]. Because many chemical transformations in the gut are
) mediated by specific microbial populations [17], with impli-
Specialized microbial communities inhabit the skin, mu- cations for cancer [18,19] and obesity [20,21], among other
cosal surfaces, and gastrqmtestm;?l tract of.humans_(and conditions [22], changes in the composition of the gut
other vertebrates) from birth until death, with by far the . . . . .

. . o microbiota could have important but undiscovered health

largest populations in the colon [1,2], Humans rely on' their . .
effects. An approximate return to pretreatment conditions

native microbiota for nutrition and resistance to colonization on
by pathogens [3-6]; furthermore, recent discoveries have often (but not always) occurs within days or weeks after
shown that symbiotic microbes make essential contributions  cessation of antibiotic treatment, as assessed by subjective
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INTRODUCTION

COMPLICATED BIOCHEMICAL SIGNALING PATHWAYS REGULATE THE FUNCTION OF
living cells. Such regulatory networks often have “downstream” components that
provide input to components that act earlier in a pathway, creating feedback loops.
These feedback loops have the potential to greatly alter the properties of a pathway
and how it responds to stimuli. To fully understand these regulatory systems and
exploit their vast potential as targets of therapeutic strategies, we need quantitative
information on the flow of signals through a pathway and on the timing and loca-
tion of signaling events within cells, We need to explore the properties that deter-
mine, for example, whether a system shows a graded response to a stimulus or
turns on and off like a switch, how long a pathway stays activated, whether its out-
put oscillates, which components can be perturbed to control the output of the sys-
tem, and so on. The papers assembled in this special issue and in the companion
issue of Science Signaling highlight recent progress in tackling these challenges.

The systems-level approaches required to understand signaling networks often
integrate mathematical modeling with traditional biochemical analysis. Brand-
man and Meyer (p. 390) describe the ways in which feedback loops allow sophis-
ticated regulatory responses, such as adaptable sensors that respond to changes in
the amplitude of an input signal rather than the absolute amount of that signal.
Lewis (p. 399) summarizes recent examples in which modeling approaches allow
new insights into classical problems in development. Spemann’s organizer, for
example, emits a gradient of signaling molecules, and recent work explains how
the system adjusts when an embryo is damaged, to recreate a complete body axis.
Tools that allow precise noninvasive control and monitoring of biochemical com-
ponents facilitate sorting out how a system responds. As Gorostiza and Isacoff
explain (p. 395), it is now possible not only to sample the output of signaling sys-
tems by monitoring the fluorescence of reporter molecules but also to engineer
proteins with light-dependent isomerization switches that, when reintroduced into
cells, can be controlled precisely in time and space by exposure to light.

At Science Signaling (see www.sciencemag.org/cellsignaling08), an origi-
nal research paper by Abdi et al. takes strategies that engineers use to understand
the vulnerability of digital circuits and applies them to biological systems to
identify key elements of cellular signaling networks. In Perspectives, Dohlman
discusses how scaffolding molecules can determine the graded or switchlike
response of a pathway. Elston summarizes how responses to pulsatile inputs are
used to understand the dynamic behavior of a signaling system in yeast. Chiang
and Muir outline advances in chemical approaches providing deeper insight into
signaling mechanisms. '

Getting your loops straight—or understanding how a complicated signaling
network might respond in any given situation—does not come easily or intuitively.
But the approaches mentioned here are clearly opening a large area of investiga-
tion of enormous practical potential.

: — L. BRYAN RAY
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Feedback Loops Shape Cellular
Signals in Space and Time

Onn Brandman® and Tobias Meyer®

Positive and negative feedback loops are common regulatory elements in biological signaling
systems. We discuss core feedback motifs that have distinct roles in shaping signaling responses in
space and time. We also discuss approaches to experimentally investigate feedback loops in

signaling systems,

output signals back to their inputs. The

history of biological feedback goes back at
least 130 years to observations by Eduard Ptliiger
that organs and other living systems “satisfy
their own needs” (/). Feedback became an in-
fluential concept that led to Walter Cannon’s
theory of physiological homeostasis (2); Alan
Turing’s model of pattern formation (3); as well
as investigations of metabolic end-product in-
hibition (4), metabolic oscillations (5), and tran-
scriptional self-repression (6). Biological feedback
concepts were further influenced by chemical
oscillation theories (7) and the field of cyber-
netics (8). It has more recently become ap-
preciated that the concept of feedback may be
useful as a framework for understanding how
intracellular signaling systems elicit specific cell
behavior.

Mammalian species use over 3000 signaling
proteins and over 15 second messengers to build
hundreds of cell-specific signaling systems.
Many of the signaling components have multiple
upstream regulators and downstream targets,
creating a web of connectivity within and be-
tween signaling pathways (9). The presence of
multiple feedback loops in these systems (10)
poses a challenge to understanding how receptor
inputs control cellular behavior. We discuss how
recurting feedback designs, or motifs (17),
mediate biological functions such as bistability,
oscillation, polarization, and robustness. Our goal
was to generate a comprehensive guide for feed-
back in signal transduction that would also be
instructive for understanding transcription net-
works, control of metabolism, pattern forma-
tion, the cell cycle, and the behavior of circadian
oscillators.

We focus on two mammalian signaling sys-
tems: the receptor-triggered Ca®" signaling
system in nonexcitable cells (12) and the phos-

Feedback loops are processes that connect
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phoinositide 3-kinase (PI3K) signaling path-
way in chemotactic neutrophils (/3). These were
chosen because of existing knowledge of feed-
back mechanisms that generate both simple
and complex temporal and spatial signaling re-
sponses (Fig. 1). We use graphical representations
of feedback motifs, with signaling components
shown as vertices and directed negative and
positive regulatory steps shown as arrows with
and without minus symbols, respectively (Figs. 2
to 5, gray background). An arrow may consist of
multiple steps so that a single positive arrow
could reflect, for example, the net effect of two
serial negative regulatory steps. Feedback loops
are defined as paths that begin from and return to
the same vertex. We also use mathematical rep-
resentations with variables corresponding to verti-
ces and equation terms corresponding to arrows
(table S1). The simulated functions for each motif
(Figs. 2 and 3) can be recreated by accompanying
computer programs (table S2). We conclude by

6.0

6.5

pca

N
3]

f=3
o,

Histamine (UM)

suggesting experimental approaches to investi-
gate feedback loops.

Signaling with a Single Negative

Feedback Loop

Negative feedback loops are found in nearly all
known signaling pathways and are defined as
sequential regulatory steps that feed the output
signal, inverted, back to the input (Fig, 2A). De-
pending on its characteristics and initial condi-
tions, a single negative feedback motif can create
four distinct signaling functions: basal homeostat,
output limiter, adaptation, and transient generator.

The presence of a small-amplitude negative
feedback loop stabilizes the basal signaling state
without preventing strong input signals from
triggering maximal pathway activation (Fig. 24,
basal homeostat). In this case, small deviations of
an input signal are suppressed in the output, and
only large changes in the input control the output.
For example, a negative feedback involving the
endoplasmic reticulum (ER) Ca*-sensing pro-
tein STIM2 (stromal interaction molecule 2) (14)
keeps basal Ca* concentration in the cytosol and
in the lumen of the ER at ~50 nM and ~400 pM,
respectively. STIM2 triggers influx of extracel-
lular Ca®" at ER-plasma membrane junctions in
response to a reduction in ER Ca®" concentration,
forming a negative feedback loop (/4). Because
many cellular processes are regulated by Ca®",
maintaining proper resting levels is crucial.

A different use of negative feedback is to
limit maximum signaling output (Fig. 2A, lim-
iter). Upon stimulation, the output signal rapidly
increases but is attenuated once it passes a thresh-
old. For example, receptor-triggered increases of

Fig. 1. Ca® and chemotaxis signaling systems exhibit complex temporal and spatial dynamics. (A)
Histamine-triggered cytosolic Ca* signals in a single egithelial cell. The response includes spikes,

oscillations, and plateaus. pCa is the negative log of the Ca

* concentration (7 and 6 correspond to 107

and 107 M, respectively). [Adapted from (28)] (B) Total internal reflection fluorescence images of a
neutrophil cells stimulated by chemoattractant. Hem-1 is a regulator of actin polymerization that initially
concentrates in foci. It then relocalizes as part of outwardly propagating waves of actin polarization that
terminate when the leading edge is reached (denoted by arrow at 112 s), The fifth and sixth images show
overlays of successive Hem-1 distributions in red, blue, and green, respectively. [Adapted from (29)]
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able to many different protein classes, potentially
including cytoplasmatic signaling proteins,

Conclusions

Remote and noninvasive manipulation of proteins
with light provides a powerful approach for study-
ing and reengineering signaling pathways by
selectively establishing a fast and reversible remote
control over specific proteins at specific locations
within a cell or organism. The greatest specificity
can be obtained from light-activated chemicals that
are tethered to specific proteins. Naturally occurring
photosensitive proteins have proven to be useful
tools for experimentation and provide a major mo-
tivation to seek other naturally light-sensitive pro-
teins. The success of synthetic PTL photoswitches
introduces a tantalizing prospect of a general meth-
od that could be used to confer control of many
proteins by light. The versatility of the approach
comes fiom its superficiality. A PTL is attached to
the bland surface of the protein in such a way that
the covalent modification has little impact, except
that presence of light of different wavelengths de-
termines whether it presents or withdraws a ligand
to and from a nearby binding site. The ligand can
block or activate the site and thereby alter the func-
tion of the protein. The site can be an active site or
an allosteric regulatory site. This logic should, in
principle, be applicable across protein classes.
These optical approaches to the control of pro-
tein function provide an alternative to standard
methods of controlling proteins through genetic
or pharmacological means, which tend to be slow,
difficult to reverse, and often not as specific as one

would like. The contrast is particularly notable
when one reflects that, in standard pharmacology,
high specificity is associated with high affinity and
thus with very slow dissociation and a- lack of
reversibility. In contrast, specificity of PTLs arises
from the close relation between the geometry of
the PTL and its change upon isomerization and the
relative location of the attachment and ligand-
binding sites. This even permits ligands of low
affinity (or low specificity) to be used. The
extremely rapid dissociation rates of such ligands
and the subsequent fast reversal of signaling occur
with rates similar to those of the fastest natural
biological signals.
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REVIEW

From Signals to Patterns:
Space, Time, and Mathematics
in Developmental Biology

Julian Lewis

We now have a wealth of information about the molecular signals that act on cells in embryos, but
how do the control systems based on these signals generate pattern and govern the timing of
developmental events? Here, | discuss four examples to show how mathematical modeling and
quantitative experimentation can give some useful answers, The examples concern the Bicoid
gradient in the early Drosophila embryo, the dorsoventral patterning of a frog embryo by bone
morphogenetic protein signals, the auxin-mediated patterning of plant meristems, and the

Notch-dependent somite segmentation clock,

evelopmental biologists are preoccupied
Dwith patterns in space and patterns in
time. What causes cells in one part of an
embryo regularly to adopt one character, and

Vertebrate Development Laboratory, Cancer Research UK
London Research Institute, London WC2A 3PX, UK.

\

those elsewhere to adopt another? What controls
the timing of these patterning events as the orga-
nism develops from the egg? What halts growth
when a structure has reached its proper size?
Early discussions of developmental patterning
considered, in abstract terms and in total ignorance
of the molecules involved, how signals exchanged

between cells might drive formation of the patterns
we observe. Although they lacked a concrete mo-
lecular basis, several of these speculative theories
turn out to have been remarkably prescient. More-
over, right or wrong, they drive home a general
lesson. To explain how embryos generate their
spatial patterns and their temporal programs, we
need more than lists of the molecules involved and
more than simple cartoon diagrams of the

qualitative control relationships between them. '

To make sense of the control circuitry, qualitative
data and unaided intuition are not enough. Even
for the simplest cases, we need mathematics and
detailed measurements, just as we need math-
ematics and measurements to explain the orbits of
the planets or the swing of a pendulum.

The necessity arises especially because of the
fundamental part that feedback plays in develop-
mental control processes, as discussed elsewhere
in this issue of Science by Brandman and Meyer
(1). Positive feedback can give a system a flip/flop
choice between alternative steady states; it can
endow a system with enduring memory of its ex-
posure to past signals; it can generate inhomoge-
neity in a system that starts out spatially uniform,
Negative feedback can smooth out itregularities;
it can enable a system to respond to a signal more
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depends on its characteristics and initial condi-
tions, Cell signaling systems are made up of mul-

tiple feedback functions that together generate a -

cell’s input-output behavior. We propose that work-
ing models of signaling systems can be based on
_graphic representations that show signaling com-
ponents as part of feedback motifs with assigned
functions and sorted by increasing feedback time
constants. If the known feedback functions are
insufficient to explain a cell’s input-output behav-
for, this analysis can guide the search to identify
control loops missing from a signaling model.
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REVIEW

Optical Switches for Remote and
Noninvasive Control of Cell Signaling

Pau Gorostiza® and Ehud Y. Isacoff®3*

Although the identity and interactions of signaling proteins have been studied in great detail, the
complexity of signaling networks cannot be fully understood without elucidating the timing and
location of activity of individual proteins. To do this, one needs a means for detecting and
controlling specific signaling events. An attractive approach is to use light, both to report on and
control signaling proteins in cells, because light can probe cells in real time with minimal damage.
Although optical detection of signaling events has been successful for some time, the development
of the means for optical control has accelerated only recently. Of particular interest is the
development of chemically engineered proteins that are directly sensitive to light.

ignaling proteins operate in complex net-
works in cells, The networks are wired into
long serial chains, and these chains are
arrayed in numerous parallel pathways that di-
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verge from common inputs, converge onto inter-
mediate nodes, and diverge again to many
different effectors. Signals fiom the external world
that are detected at the cell membrane are
transmitted in the plane of the membrane and
through the cytoplasm, with feedback and feed-
forward loops onto organelles and the nucleus.
The upshot of this complex connectivity is the
control of outputs as diverse as membrane trans-
port, cell metabolism, protein translation, cell

shape and migration, gene transctiption, cell cycle,

and cell survival. The shear number of signaling
proteins and complexity of their connectivity is
staggering, and the depictions in textbooks and on

glossy posters from chemical companies are as
dense and as difficult to decipher as spirographs.

Optical detection of cellular signaling has
been accomplished, first with chemical dyes and
more recently with fluorescent protein sensors to
measure ions, membrane potential, second mes-
sengers, enzyme activity, protein/protein interac-
tion, and the structural changes in proteins that
underlie their functional transitions (/). Methods
for remote control of cell signaling have seen
explosive growth., Early methods used caged
compounds, which release a signaling molecule
when exposed to an intense pulse of light. “Re-
versibly caged” photochromic ligands, whose
ability to function can be toggled on and off, were
also developed. Most recently, efforts here have
led to the engineering of light-sensitivity into
proteins by the attachment of photoswitched
tethered ligands (PTLs) that turn the function of
the protein on and off in response to light.
Although demonstrated in only a limited number
of cases, this form of protein engineering appears
likely to be broadly applicable across protein
classes, and it complements recently discovered
naturally light-sensitive ion channels and pumps.
‘We focus here on the optical methods of remote
contro] of protein function for elucidating signal-
ing circuits inside cells and in cell circuits.

The Power of Light

To manipulate cell signaling, it is essential to
control the function of key proteins by means that
differ from, and thus will not cross-react with,
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